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KI-Regulierung — status quo

Status quo
* Patentrecht
* Patentierbarkeit (EPA RL G Il 3.3.1; EPA T 0702/20, GRUR-RS 2022, 40533)
* Kl als Erfinder (BPatG GRUR 2022, 1213 — Food Container; EPA J 0009/20,
GRUR-RS 2021, 55794); Kl und Durchschnittsfachmann
* Patentverletzung durch Entwicklung, Anwendung und Verbreitung von Kl (Heinze
FS Taeger (2020) 663)
* Praktische Folgen durch Einsatz von Kl flr die Abfassung von Patenten und die
Suche nach Patentverletzungen
* Urheberrecht:
* §44a UrhG, Rechtsverletzung durch Ausgaben generativer Kl, Schutz von Ki-
Erzeugnissen, Zurechnungsfragen
 DSGVO:
* Trainingsdaten, Nutzereingaben, Richtigkeit der Ausgaben, Informationspflichten
* Allgemeines Persénlichkeitsrecht
* Sektorielles Produktsicherheitsrecht
* Sonstiges

* BVerfG 1 BvR 1547/19 und 1 BvR 2634/20: predictive policing

Regulacje dotyczace Al — status quo

Status quo
* Prawo patentowe
» Zdolnosé patentowa (EPA RL G Il 3.3.1; EPA T 0702/20, GRUR-RS 2022, 40533)
* Al jako wynalazca (BPatG GRUR 2022, 1213 — Food Container; EPA J 0009/20,
GRUR-RS 2021, 55794); Al | przecietny fachowiec
* Naruszenie patentu poprzez rozwijanie, stosowanie | rozpowszechnianie Al (Heinze
FS Taeger (2020) 663)
* Praktyczne konsekwencje wykorzystania Al do opracowywania patentow |
wyszukiwania naruszen patentow
* Prawo autorskie:
* § 44a UrhG, naruszenie prawa przez wyniki generatywne|] sztucznej inteligencji,
ochrona produktow Al, kwestie przypisania
* RODO:
* Dane treningowe, dane wprowadzane przez uzytkownikow, prawidtowosc wynikow,
obowigzki informacyjne
* (godlne dobra osobiste
* Sektorowe prawo bezpieczenstwa produktéow
* Pozostate
* BVerfG 1BvR 1547/191 1 BvR 2634/20: predictive policing



Getty Images Sues Stability Al Over Photos
Used to Train Stable Diffusion
Iimage Generator
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ARTIFICIAL INTELLIGEWCE TECH

The lawsuit that could rewrite the rules &
of Al copyright

/ Microsoft, GitHub, and OpenAl
are being sued for allegedly
violating copyright law by
reproducing open-source code
using Al. But the suit could have
a huge impact on the wider world
of artificial intelligence.

By AT S VINCENT

Microsalt, irs subsidiary GitHub, and (ts basiness partner OpenAl hiave

|'-,--,'I". ] :.'.-'.'I-','l.! infn i""l wirsed class ne TIOMN lmw=uit .I.|r.':_‘fl'_'|[_'_ 1o rh.r T |T||"" F':-'!'-r ‘.1.'1|f:h|l'||-'e
compankes’ creation of Al-powersd coding assistant GitHub Copilot
relies on "soltware piracy on an unprecedented scale.” The case ks only
In it eartiest stages but coulad have a huge ¢ilect on the broader world
of Al, where coanpanies nre making lortunes trmining software on

coparight - protected data.

Caopilon, which was unveiled by Microsoft -owned GitHub in June 2021
Is trained on public reposinories of Ol & |.|||rr_'|1 Troim the Weth, any ol
whnich mre LII;|'|I'|.|‘:||.'I|'. with licenses that require anvone reusing the ciplie
to credit its creators. Copilot has been found 1o regurgitane long

wections of licensed code without providing credit — prompting this




Brief Description Algorithm Jurisdiction Application Areas Cause of Action

Raw Story Raw Story, Amenca's largest ChatGPT District Count, Generative Copyrig Infringemen
Media, Inc. v. independent progressive news S.D. New York Gom I ml 17 Copyright
OpenAl Inc.  s#le, liled suit against OpenAl for u. S 1202 Removal Infringernent
using thousanads of Raw s of Enp,'ngm
news arlickes o train ChatG Management
in violation of the Digital Information, Digital
Millennium Copyright Act. ﬂilatmm Copyright
t
The Intercept  Several prominent nows ChatGPT District Count, , Generative Copyright Infringemaon!
Media, Inc. v ofganizations, including The S.D. New York mm-i lnnrgmnml. 17 Copyright
OpenAl, Inc.  Intercept, have filed lawsuits Property, Natural US.C. 1202 Removal Infringemean!
against OpenAl in a New York Language Processing of Copyright
hdu-nll court. The suits allege Mix |
that OpenAl, backed Information, Digital ’
Microsoft, has mlawfub:y utilized Millennium Copyright tt S 0 S W u
its articles 1o train its popular Al Act a - i
chatbot, ChatGPT.
Main The estate of George Carlin US District . Generative Copyright Infringerren . -
Sequence, sued a pair of podcasters lor Courtforthe AL | ngnnmt Infringement, Copyright e u aw_e I a I—
Ltd. v. mﬂm nlelkgence to Central District  Intellectual Property Permanent Injuncion, Infringamen:
Dudesy, LLC a script and voice of California Preliminary Injunction
imitating the late m for a Right 1o Publicity,

X litigation-
oo EMESTmORR S fmResoecorereims. databasel/

federal court by a pair of District of New
nonfiction authors who say the York
1 rain e artficis intemoence
train vk nce
madels behind the popular
chatbol ChatGPT and other Al-
based services.

Writers Micholas Basbanes and
MNecholas told the court in
lpl'ﬂlpﬂ acton, that the

L L
#hlrhuﬂ.tnmu#hdﬂl
used 1o train OpenAl's GPT

large language model.

Andersen v.  Three artists file class action Stable Federal: US %tunl ative Copyright Misuse of A
Stability Al laws Illlﬂﬂ'lﬂ copyright Detfusion Dist. Ct. ND. Al Irrt Infingement, Unfair
Ltd m mltllnnulliqht: Ca. Competition, Right of
and other causes of Publicty, 17 U.5.C.
action based on use of their 1202 Removal of
visual art as training data for an Copyright

artificial intelligence image Management
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ChatGPT Has a Big Privacy Problem g

Italy’s recent ban of Open Al’s generative text tool may just be the beginning of ChatGPT's regulatory woes.
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al'S TECHNICA

TGPT ASKED TO ANSWT

dpenAI threatened with landmark
defamation lawsuit over ChatGPT false
claims [Updated]

ChatGPT falsely claimed a mayor went to prison.
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Der Kommissionsvorschlag fur den Al Act

« April 2021: Vorschlag der EU Kommission fur
e einen Artificial Intelligence Act” — Al Act
COM(2021) 206

« Ziel: safe and trustworthy use of data and Al
(“ecosystem of trust”) und gleichzeitig
Forderung von Innovation in der EU

Progumald fow &

REGEULATHON OF THE EUROFEAN PARLIAMENT ANDOF THE COU N

« Schaffung einheitlicher Regeln im Binnenmarkt
CARTIFICIAL INTELLIGENCE ACT) AND AMENDING CERTAIN L NION far Angebot und Nutzung von Kl-Systemen

LEGISEATIVE AT S

SECT2020) 167 fanal) = (SWIN2OD | ) 54 fimal] - (SWINDOZ 1) K5 sl

« Horizontaler Ansatz = nicht sektorbezogen

« Tell einer umfassenderen Strategie der EU zur
Digitalregulierung

Whiosek Komisji dotyczacy Al Act

« Kwiecien 2021: Wniosek Komisji Europejskiej
dotyczacy Ustawy o sztucznej inteligencji — Artificial
- EUROPEAN Intelligence Act, Al Act COM(2021) 206

COMMISSION

* Cel: bezpieczne i godne zaufania wykorzystanie
danych oraz Al (,ekosystem zaufania”) przy
jednoczesnym wspieraniu innowacji w UE

« Stworzenie znormalizowanych zasad na rynku
REGULATION OF THE EUROPEAN PARLIAMENT AND OF THE COUNCTY wewnetrznym w zakresie dostarczania | uzytkowania
| nl\{;lum: lnm:uu-l DRULES ON :HIHIIII\I Al :\nl LIGENC) Systeméw AI

LEGISEATIVE AT S

SECT2020) 167 fanal) = (SWIN2OD | ) 54 fimal] - (SWINDOZ 1) K5 sl

* Podejscie horyzontalne = niezwigzane z sektorami

* (Czesc szerszej strategii UE w zakresie regulacji
cyfrowych




EU Al Act: Gesetzgebungsverfahren

S
Europdisches Parlament R -
20162004 “‘:‘:
ANGENOMMENE TEXTE

P9 TA(2024)0138
Gesetz iiber Kiinstliche Intelligensz

Leginlative EntseblicBung des Ewropiischen Partaments vom 13, Miirz 2024 ro dem
Vorschlag fir cime b crordnung des Europlischen Parlansents und des Rates sor
Festhegung harmonisserier b orwhrilien Fir Lissthohe lapelligens (Gesets fiber
Limiliche latelligens) und sur Anderung bestimmier Bochtakie der Union
(COM2021 206 -~ CRO14672021 - 202 LOIMCOD))

i Urdentliches (arsrtrpebungsserfabren: ersite | esomp

Dy Europdiiche Paorlamen'

urtlel Hitrmeis aul den Vooschlag der Kommissson an das Faropdisghe Parleasent wmd
dan B OO 2002 | |06

gesiutrt sufl Amikel 294 Absatr 2 sowie Artuikel 16 und Artikel 114 des Verrags aher
die Asbeitswciie der Earopdischen Union, suf deren CGrundlage shm der Vorschlag der
Kommeswon unterbeenct warde (C9-0146202 1),

gestiirt safl Amikel 294 Absatr ¥ des Vorrags Ober die Asbeitsweise der Eusoplischen
L i,

unlgl Hemeis aul dic Seellungnahme dor Furopdischen Zentralbank vom 29 Descenber
2021°,

nach Siellungnabene des Faroplischen Winschafts- end Sorsalausschusees voen 22
September 2021,

unter Hurweis auf die vorllufige Eimgung, dic germdll Armtikel T4 Absatr 4 sesner

[ i b e wdnne o den Aaspiralisen L e hiasn ssaenoummen aefiles o pel die

22.9., 2.12. and 29.12.2022: Stellungnahmen
des Wirtschafts- und Sozialausschusses, des

Ausschusses der Regionen und der EZB

Seit April 2022: Beratungen im Rat der

European Union

* Erhebliche Anderungen des Kommissionsvorschlags.
* General approach des Rats vereinbart am 6.12.2022,

Council document 15698/22.

22.5./14.6.2023: Report A9-0188/2023 im EU-
Parlament.

13.4.2024: Abschluss des Trilogs mit
legislativer Entschliefung des EP

Unijny Al Act: Procedura ustawodawcza

Europaisches Parlament

2016-2024

ANGENOMMENE TEXTE

P9 TA(2024)0138
Gesetz iiber Kiinstliche Intelligensz

Legmistne b ntschbliciung des Fwropinchon Parlaments vom 13, Miire 2024 ro dem
Vorschlag fir cime b crordnung des Europlischen Parlansents und des Rates sor
Festhegung harmonisserier b orwhrilien Fir Lissthohe lapelligens (Gesets fiber
Limiliche latelligens) und sur Anderung bestimmier Bochtakie der Union
(COM2021 206 -~ CRO14672021 - 202 LOIMCOD))

i(rdentliches (aesrtrpebungsserfabren: erste | esomp )

Dy Europdiiche Paorlamen'

urtlel Hitrmeis aul den Vooschlag der Kommissson an das Faropdisghe Parleasent wmd
dan B OO 2002 | |06

gesiutrt sufl Amikel 294 Absatr 2 sowie Artuikel 16 und Artikel 114 des Verrags aher
die Asbeitswciie der Earopdischen Union, suf deren CGrundlage shm der Vorschlag der
Kommeswon unterbeenct warde (C9-0146202 1),

gestiirt safl Amikel 294 Absatr ¥ des Vorrags Ober die Asbeitsweise der Eusoplischen
L i,

unlgl Hemeis aul dic Seellungnahme dor Furopdischen Zentralbank vom 29 Descenber
2021°,

nach Siellungnabene des Baropiinchen Winschafts- end Sorsalausschusses voen 22
September 2021,

unter Hurweis auf die vorllufige Eimgung, dic germdll Armtikel T4 Absatr 4 sesner
afy gl
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22.9., 2.12.129.12.2022: Stanowiska Komitetu
Ekonomiczno-Spotecznego, Komitetu

Regionow i EBC

Od kwietnia 2022 r.: Dyskusje w Radzie Unii
Europejskiej
* Istotne zmiany w stosunku do wniosku Komisji.

* Podejscie o?olne Rady uzgodnione dnia 06.12.2022
r., dokument Rady 15698/22.

22.5./14.6.2023: Sprawozdanie A9-0188/2023
w Parlamencie Europejskim.

13.4.2024: Zakonczenie rozmow trojstronnych
rezolucjg legislacyjng PE
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Uberblick Gber den Al Act

 Struktur:
* Kapitel |: Allgemeine Bestimmungen (Art. 1-4), v.a. Anwendungsbereich und Definitionen

* Kapitel ll: Verbotene Praktiken (Art. 5)

» Kapitel lll: Hochrisiko-KI-Systeme
*  Einstufung als Hochrisiko-System (Art 6-7)
* Anforderungen an HochrisiKo-KI-Systeme (Art 8-15) o
* Pflichten der Anbieter, Betreiber, Importeure und Handler von Hochrisiko-KI-Systemen (Art 16-27)
* Notifizierende Behérden (Konformitatsbewertungsstellen) und notifizierte Stellen (Art 28-39)
* Normen, Konformitatsbewertung, Bescheinigungen, Registrierung (Art. 40-49)

* Kapitel IV: Transparenzpflichten fur Anbieter und Nutzer bestimmer Kl-Systeme (Art. 50)
 Kapitel V: KI-Modelle mit alilgemeinem Verwendungszweck (Art. 51-56)
* Kapitel VI: MaBRnahmen zur Innovationsforderung (Art 57-63)

* Title VII-IX: Governance, EU-Datenbank for Hochrisiko-Kl-Systeme, Beobachtung nach dem
Inverkehrbringen, Informationsaustausch, Marktuberwachung (Art. 64-94)

* Title X: Verhaltenskodizes und Leitlinien (Art. 95-96)

* Title XI-XIl: Befugnisubertragung und Ausschussverfahren (Art. 97-98), Sanktionen (Art. 99-101),
Schlussbestimmungen (Art. 102-113)

Ustawa o sztucznej inteligencji w skrocie

" Struktura:
* Rozdziat |I: Postanowienia ogolne (art. 1-4), w szczegolnosci zakres stosowania i definicje

* Rozdziat ll: Zakazane praktyki (art. 5)

®* Rozdziat lll: Systemy Al wysokiego ryzyka
* Klasyfikacja jako system wysokiego ryzyka (art. 6-7)
* Wymogi dotyczace systemow Al wysokiego ryzyka (art. 8-19) ) ) _
. Oboﬁ.rla(zkélt {}é‘,tga%cowT podmiotow stosujacych, importerow 1 dystrybutorow systemow Al wysokiego
zZyka (art. 16-2 _ _ o o _
- grgany notyfikujace (jednostki oceniajace zgodnosc) | jednostki notyfikowane (art. 28-39)
®* Normy, ocena zgodnosci, certyfikaty, rejestracja (art. 40-49)

. E?(zdéiag{;;l: Obowiazki w zakresie przejrzystosci dla dostawcow i uzytkownikow niektorych systemow
art.

* Rozdziat V: Modele Al ogolnego przeznaczenia (art. 51-56)
* Rozdziat VI: Srodki wspierajace innowacje (art. 57-63)

* Tytul VII-IX: Zarzadzanie, unijna baza danych systemow Al wysokiego ryzyka, monitorowanie po
wprowadzeniu do obrotu, wymiana informacji, nadzor rynku (art. 64-94)

* Tytul X: Kodeksy postepowania i wytyczne (art. 95-96)

*  Tytut XI-XIl: Przekazanie uprawnien i procedura komitetowa (art. 97-98), sankcje (art. 99-101), przepisy
koncowe (art. 102-113)



Al Act als Tell der EU-Digitalregulierung (Ausschnitt)

Standardessentielle Produkthaftung RL DSGVO 2016/679; UGP-RL 2005/29 P2B-VO 2019/1150
Patente, 2023/0133 85/374 (Reform: E-Privacy-RL mit Reform
(COD) 2022/0302 COD)  2002/58 (2017/0003
Zwangslizenzen, (COD)); Health Data
2023/0129 (COD) Space (2022/0140)
Urheberrecht, zB RL Produktsicherheit  Freizligigkeit von Verbraucherrechte Digital Market Act
96/9; RL 2009/24; RL VO 2023/988 Daten: VO RL 2011/83 VO 2022/1925
2019/790 2018/1807
Rechtsdurchsetzung:  MaschinenVO Open-Data-RL DigitalgtterRL+ Digital Services Act
RL 2004/48 2023/1230 2019/1024 Warenkauf 2019/770 VO 2022/2065

+ 2019/771

Al Act 2021/0106
COD + Al Liability

Crypto-Assets VO
2023/1114 (MiCar)

Data Governance
Act, VO 2022/868

Politische Werbung
2021/0381 COD

Geschaftsgeheimnisse
RL 2016/679

2022/0303 COD
EU Design VO 6/2002 Oko-Design VO Data Act, 2022/0140 Recht auf Reparatur Media Freedom Act
+ RL 98/71 (Reform) 2022/0095 COD (COD) RL 2023/0083 COD  2022/0277 COD

Ustawa o sztucznej inteligenciji jako czesc¢ regulacji cyfrowych UE (fragment)

Standardowe niezbedne
patenty, 2023/0133 (COD)
Licencje przymusowe,
2023/0129 (COD)

Prawo autorskie, np.
dyrektywa 96/9; dyrektywa
2009/24: dyrektywa
2019/790

Egzekwowanie prawa:
dyrektywa 2004/48

Tajemnice przedsiebiorstwa
dyrektywa 2016/679

Wzory wspolnotowe
rpzpprzqdz?piis_ﬁ{QQOQ +

Dyrektywa w sprawie
odpowiedzialnosci za
produkt 85/374
(Reforma: 2022/0302
CQOD)

Rozporzadzenie w
sprawie
bezpieczenstwa
produktow 2023/988

Rozporzadzenie w
sprawie maszyn
2023/1230

Al Act 2021/0106 COD

+ Al Liability 2022/0303
COD

Ekoprojekt
rozporzadzenie

RODO 2016/679;
Dyrektywa o prywatnosci i
tacznosci elektroniczne)
2002/58 (2017/0003

(COD)); Health Data
Space (2022/0140)

Swobodny przeplyw

danych: rozporzadzenie
2018/1807

Dyrektywa w sprawie
otwartych danych
2019/1024

Data Governance Act,
rozporzadzenie 2022/868

Data Act, 2022/0140
(COD)

Dyrektywa dotyczaca
nieuczciwych praktyk
handlowych 2005/29 z
reforma

Prawa konsumentow
dyrektywa 2011/83

Dyrektywa w sprawie
tresci | ustug cyfrowych +
Zakup towarow 2019/770
+2019/771

Reklama polityczna
2021/0381 COD

Prawo do naprawy
dyrektywa 2023/0083

Rozporzadzenie P2B
2019/1150

Digital Market Act

rozporzadzenie
2022/1925

Digital Services Act

rozporzadzenie
2022/2065

Rozporzadzenie w
sprawie rynkow

kryptoaktywow 2023/1114
(MiCar)

Media Freedom Act
2022/0277 COD



Ziel der KI-VO

- Art. 1 Gegenstand

(1) Zweck dieser Verordnung ist es, das
Funktionieren des Binnenmarkts zu verbessern und die

EinfUhrung einer auf den Menschen ausgerichteten und vertrauenswirdigen

Kunstlichen Intelligenz (KI) zu férdern und

gleichzeitig ein hohes Schutzniveau in Bezug auf Gesundheit, Sicherheit und die in
der Charta der Grundrechte verankerten Grundrechte, einschlieldlich Demokratie,
Rechtsstaatlichkeit und Umweltschutz, vor schadlichen Auswirkungen von Systemen
der kiunstlichen Intelligenz (KI-Systeme) in der Union zu gewéhrleisten und die

Innovation zu unterstiutzen.

Cel rozporzadzenia Al

« Art. 1 Przedmiot

(1) Celem niniejszego rozporzadzenia jest

poprawa funkcjonowania rynku wewnetrzneqgo |

promowanie upowszechniania zorientowanej na cztowieka i godnej zaufania sztucznej

iInteligencii (Al),

przy jednoczesnym zapewnieniu wysokiego poziomu ochrony zdrowia,
bezpieczenstwa, praw podstawowych zapisanych w Karcie, w tym demokracii,

praworzadnosci i ochrony srodowiska, przed szkodliwymi skutkami systemow Al w
Unii oraz

wspieraniu innowacii.



Gegenstand der KI-VO

- Art. 1 Gegenstand

(2) In dieser Verordnung wird Folgendes festgelegt:

a) harmonisierte Vorschriften flur das Inverkehrbringen, die Inbetriebnahme und die
Verwendung von Kl-Systemen in der Union;

b) Verbote bestimmter Praktiken im Kl-Bereich;

c) besondere Anforderungen an Hochrisiko-KI-Systeme und Pflichten fur Akteure in
Bezug auf solche Systeme;

d) harmonisierte Transparenzvorschriften far bestimmte Kl-Systeme;

e) harmonisierte Vorschriften flr das Inverkehrbringen von Kl-Modellen mit
allgemeinem Verwendungszweck;

f) Vorschriften flr die Marktbeobachtung sowie die Governance und Durchsetzung
der Marktiberwachung;

g) Malinahmen zur Innovationsférderung mit besonderem Augenmerk auf KMU,
einschliel3lich Start-up-Unternehmen.

Przedmiot rozporzadzenia Al

« Art. 1 Przedmiot

(2) W niniejszym rozporzadzeniu ustanawia sie:

a) zharmonizowane przepisy dotyczace wprowadzania do obrotu, oddawania do
uzytku oraz wykorzystywania systemow Al w Unii;

b) zakazy dotyczgce niektorych praktyk w zakresie Al;

c) szczegolne wymogi dotyczace systemow Al wysokiego ryzyka oraz obowigzki
spoczywajace na operatorach takich systemow;

d) zharmonizowane przepisy dotyczace przejrzystosci w przypadku niektorych
systemow Al;

e) zharmonizowane przepisy dotyczace wprowadzania do obrotu modeli Al ogdélnego
przeznaczenia;

f) przepisy dotyczace monitorowania wprowadzania do obrotu oraz zarzadzania |
egzekwowania nadzoru rynku; ‘

g) srodki wspierajgace innowacje, ze szczegolnym uwzglednieniem MSP, w tym
przedsiebiorstw typu start-up.



Was wird geregelt? — Anwendungsbereich: Position von
KOM und Rat

« Kl-Systeme (Art 3(1))

KOM Vorschlag hatte eine weite Definitionsliste mit unterschiedlichen Technologien:
Machine Learmn(? |OEIC- & knowledge-based approaches, statistical approaches such as
Bayesian methods). Abgrenzung zu Software wurde als unklar kritisiert.

Der Rat sprach sich flr eine engere Definition aus:

,artificial intelligence system’ (Al system) means a system that is [1] designed to operate
with elements of autonom%/ and that, [2] based on machine and/or human-provided data
and inputs, [3] infers how to achieve a given set of objectives using machine learning and/or

logic- and knowled?e based approaches, and [4] produces system-generated outputs such
as content (generative Al systems), predictions, recommendations or decisions, influencing

the environments with which the Al system interacts”.

Im Kern vier Kriterien: (1) elements of autonomy, (2) based on data and inputs, (3) infers

how to achieve objectives usmghML or logic-/knowledge based approaches, (4) produces
system-generated outputs which influences environment.

Co podlega regulacji — Zakres stosowania: Stanowisko
Komisji | Rady
« Systemy Al (Art. 3(1))

Whniosek Komisji posiadat szeroka liste definicji obejmujacych rozne technologie: uczenie
maszynowe, podejscia oparte na logice | wiedzy, podejscia statystyczne, takie jak metody
bayesowskie). Odgraniczenie od oprogramowania zostato skrytykowane jako niejasne.

Rada opowiedziata sie za wezszg definicja:

» system sztucznej inteligencji’ (system Al) oznacza system, kiory zostat [1] zaprojekiowany
do dziatania z elementami autonomii | ktory, [2] w oparciu o dane | informacje wejsciowe
dostarczone przez maszyne i/albo cztowie a ] wnioskuje, jak osiggnac¢ dany zestaw
celow przy uzyciu uczenia maszynoweqgo i/a bo podejsc opartych na logice | wiedzy, a

takze ﬁ produkLJJe generowane przez system dane wyfsmowe takie jak tresc
(generatywna Al), predykcje, zalecenia lub decyzje, wptywajac na srodowisko, z ktorym
system Al wcho Zi W mterakqe

Zasadniczo cztery kryteria: (1) elementy autonomii, (2) w oparciu o dane I informacje
wejsciowe, (3) wnioskuje, jak osiggngc cele przy uzyciu ML lub podejs¢ opartych na
Ioglce/medzy (4) produkuje generowane przez system dane wyjsciowe, ktore wptywajg na

srodowisko.



Anwendungsbereich: Position des Parlaments
- Was? Al systems (Art 3(1))

Parlament schlug eine kirzere Definition vor:

‘artificial intelligence system’ (Al system) means a machine-based system that is [1]
designed to operate with varying levels of autonomy and that can, [2] for explicit or
implicit objectives, [3] generate outputs such as predictions, recommendations, or

decisions that influence physical or virtual environments.

The notion of Al system in this Regulation [...] it should be based on key
characteristics of artificial intelligence, such as its learning, reasoning or model_ling

capabilities, so as to distinguish it from simpler software systems or programming
approaches.

Al systems are designed to operate with varying levels of autonomy, meaning that
they have at least some degree of independence of actions from human controls and
of capabilities to operate without human intervention.

Zakres stosowania: Stanowisko Parlamentu
- Co? Systemy Al (art. 3(1))

Parlament zaproponowat krotszg definicje:

‘system sztucznej inteligencji’ (system Al) oznacza system maszynowy, ktory zostat
[1] zaprojektowany do dziatania z réoznym poziomem autonomii | ktéry moze, [2] na
potrzeby wyraznych lub dorozumianych celow, [3] generowac wyniki, takie jak
prede(cje, zalecenia lub decyzje, ktore wptywajg na srodowisko fizyczne lub
wirtualne.

Pojecie systemu sztucznej inteligencji w niniejszym Rozporzgdzeniu [...] powinno

opierac sie na kluczowych cechach charakteﬂstyczngch sztuczne| mtellgencu, takich
|ak zdolnosC uczenia sie, rozumowania lub modelowania, aby odroznic jg od

prostszych systemow oprogramowania lub zatozen programistycznych.

Systemy Al sg zaprojektowane do dziatania na réznych poziomach autonomii, co
oznacza, ze wyroznia je co najmniej pewien stopien niezaleznosci dziatan od kontroli
cztowieka oraz mozliwosci dziatania bez jego interwencii.




Anwendungsbereich: Finale Verordnung
« Was ist ein KI-System? (Art. 3 Nr. 1 und ErwG 12 Al Act)

* (1) maschinengestitztes System,

* (2)das fur einen in wechselndem Malde autonomen Betrieb ausgelegt sind [sic],
. System kann bis zu einem gewissen Grad unabhangig von menschlichem Zutun agieren und ist in der Lage, ohne

menschliches Eingreifen zu arbeiten

* (3) das nach seiner Einfuhrung anpassungsfahig sein kann und das
" System kann sich wahrend seiner Verwendung verandern

* (4) aus den erhaltenen Eingaben fur explizite oder implizite Ziele ableitet, wie Ergebnisse
wie etwa Vorhersagen, Inhalte, Empfehlungen oder Entscheidungen hervorgebracht

werden, die fhﬁsische oder virtuelle Umgebungen beeinflussen kénnen.
= Prozess des Erhalts von Ergebnissen, ... die physische und virtuelle Umgebungen beeinflussen konnen, sowie die
Fahigkeit von Kl-Systemen, Modelle oder Algorithmen aus Eingaben oder Daten abzuleiten.

« Vgl. EPA-RIichtlinien G Il 3.3.1 KI und maschinelles Lernen

»  Klnstliche Intelligenz und maschinelles Lernen basieren auf Rechenmodellen und
Algorithmen zur Klassifizierung, Bindelung, Regression und Dimensionalitatsreduktion wie
zum Beispiel neuronalen Netzen, genetischen Algorithmen, Support Vector Machines, k-
Means, Kernel-Regression und Diskriminanzanalyse®.

Zakres stosowania: Rozporzadzenie finalne

« Czym jest system AIl? (art. 3 nr 1 i motyw 12 Al Act)

* (1) system maszynowy,

* (2) ktory zostat zaprojektowany do dziatania z réznym poziomem autonomii [sic],
. System jest w pewnym stopniu niezalezny od zaangazowania ze strony cztowieka 1 zdolny do dziatania bez
Interwenc)i cziowieka

* (3) ktory moze wykazywac': zdolnosc adaptacji po jego wdrozeniu, i ktory
" System moze ulec zmianie w czasle jego wykorzystywania

. (42 na potrzeby wyraznych lub dorozumianych celow wnioskuLe na podstawie otrzymanych
iInformacji wejsciowych, jak generowac wyniki, takie jak predykcje, tresci, zalecenia lub

decyzje, ktore mogg wptywac na srodowisko fizyczne lub wirtualne.”
” roces uzyskiwania wynikow, ... ktére moga wptywac na srodowisko fizyczne | wirtualne, a takze zdolnosc systemow
Al do wnioskowania modeli lub algorytmow z informac) wejsciowych lub danych.

« Por. Wytyczne EUP G Il 3.3.1 Al i uczenie maszynowe

» | Sztuczna inteligencja | uczenie maszynowe bazujg na modelach obliczeniowych i
algorytmach klasyfikacji, grupowania, regresji i redukcji wymiarowosci, takich jak
rzyktadowo sieci neuronowe, algorytmy genetyczne, maszyny wektorow nosnych (Support
ector Machines), k-srednie, regresja jadrowa | analiza dyskryminacyjna”.



Anwendungsbereich: Finale Verordnung

- Keine Kl sind (ErwG 12):

« Herkbmmliche Softwaresysteme und Programmierungsansatze,
« Systeme, die auf ausschliel3lich von naturlichen Personen definierten
Regeln fur das automatische Ausfuhren von Operationen beruhen
« Klassische Wenn-Dann-Programmierung

 Einfache Datenverarbeitung.

Zakres stosowania: Rozporzadzenie finalne

- Al nie stanowig (motyw 12):
« Tradycyjne systemy oprogramowania i zatozenia programistyczne,
« Systemy oparte na zasadach okreslonych wytacznie przez osoby fizyczne w
celu automatycznego wykonywania operacji
« Klasyczne programowanie z zastosowaniem instrukcji warunkowe|

* Proste przetwarzanie danych.



Anwendungsbereich: Finale Verordnung

. Klist (ErwG 12).

Maschinelles Lernen, v.a. kinstliche neuronale Netze: beaufsichtigtes,
unbeaufsichtigtes und bestarkendes Lernen einschliel3lich des tiefen Lernens (Deep

Learning)

* Datengetriebene KI"

Loqgik- und wissensgestutzte Konzepte, bei denen aus kodierten Informationen oder

symbolischen Darstellungen Schllisse flr die zu |I6sende Aufgabe abgeleitet werden:

*  Wissensbasierte Systeme/Expertensysteme/explizite Reprasentation von Wissen: Wissensbasierte K|

Nicht klar ist, ob auch Mustererkennung durch statistische Verfahren noch als Kl

anzusehen st (im COM-Vorschlag noch als dritte Kategorie erwahnt)
Beispiel: Regressionsanalyse aus vorhandenen Datenpunkten, aus denen ein Modell (eine
Regressionsgrade) abgeleitet wird, mit deren Hilfe auch die Eigenschaften bisher unbekannter Datenpunkte
prognostiziert werden konnen.

* Zwar ist dies eine Form der Modellierung.
*  Aber im Unterschied zum KOM-Vorschlag nicht mehr als Technik der Kl erwahnt.

Zakres stosowania: Rozporzadzenie finalne
- Al to (motyw 12):

Uczenie maszynowe, przede wszystkim sztuczne sieci neuronowe: nadzorowane,

nienadzorowane | wzmochione uczenie, w tym uczenie gtebokie (Deep Learning)
* Al oparta na danych’

Koncepcle oparte na logice | wiedzy, ktore polegajg na wnioskowaniu na podstawie
zakodowanej informacji lub symbolicznego przedstawienia zadania, ktére nalezy

rozwigzac:
*  Systemy oparte na wiedzy/systemy eksperckie/wyrazna reprezentacja wiedzy: ,Al oparta na wiedzy”

Nie jest jasne, czy rozpoznawanie wzorcow przy uzyciu metod statystycznych rowniez
powinno by¢ traktowane jako Al (we wniosku Komisji wymieniane jeszcze jako trzecia

kategorla)
Przyktad: Analiza regresji na podstawie istniejacych punktow danych, z ktorych wyprowadzany jest model
(linia regresji), za pomoca ktorego mozna przewidywac rowniez witasciwosci nieznanych dotychczas
punktow danych.

* Jest to wistocie forma modelowania.
* Jednak w odroznieniu od wniosku Komisji, nie jest juz wymieniana jako technologia Al.



Bewertung

- Begriff des Kl-Systems

* Die Definition des Parlaments war weiter und ggf. technologieoffener. Andererseits
war m.E. das einzige Abgrenzungskriterium zur ,normalen” Software die ,autonomy”
(,some degree of independence of actions from human control”).

* Die Bindung an Trainingsdaten und Inputs und die Begrenzung auf maschinelles
Lernen und logik-/wissensbasierte Ansatze im Vorschlag des Rats war enger und
praziser.

* Die finale Definition mit den Kern-Merkmalen ,Autonomie” und ,Ableitung” von
Informationen/Modellen aus Daten sowie die beispielhafte Erwahnung zweier
konkreter Verfahren (maschinelles Lernen und logik- bzw. wissensbasierte Konzepte)
trifft den Kern der (aus Produktsicherheitsperspektive regelungsbedurftiger) Ki-
Verfahren, wobei die Abgrenzung von Expertensystemen und Datenbanken ggf.
problematisch sein kann.

Ocena

- Pojecie systemu Al

* Definicja Parlamentu byta szersza i by¢ moze bardziej otwarta na technologie. Z
drugiej strony, moim zdaniem, jedynym Kryterium odrozniajgcym jg od ,normalnego”
oprogramowania byta ,autonomia” (,pewien stopien niezaleznosci dziatan od ludzkiej
kontroli™).

* Powigzanie z danymi treningowymi i informacjami wejsciowymi oraz ograniczenie do
uczenia maszynowego i podejs¢ opartych na logice/wiedzy we wniosku Rady byty
wezsze | bardziej precyzyjne.

* QOstateczna definicja z podstawowymi cechami ,autonomii” i ,wnioskowania”
iInformacji/modeli z danych, a takze przyktadowa wzmianka o dwoch konkretnych
procedurach (uczenie maszynowe i koncepcje oparte na logice lub wiedzy) trafia w
samo sedno procedur Al (ktére z punktu widzenia bezpieczenstwa produktu
wymagajg uregulowania), przy czym rozroznienie od systemow eksperckich i baz
danych moze okazac sie problematyczne.



Wie wird geregelt? —
Urspringlich: Risikobasierte Regulierung

« KOM-Vorschlag: Je hoher das Risiko, desto strenger die Regeln.
« Keine Regulierung von KI als solcher, sondern nur konkreter Anwendungen.

Inakzeptables Risiko — Verbotene Praktiken (Art. 5)
(zB unterschwellige Beeinflussung, social scoring)
, Hochrisiko KlI-System — erlaubt aber umfassender Regulierung

unterworfen (Art. 6-27) (z.B. Kl im
Arbeltsleben/Bewerbungsverfahren)

f E —» Keines oder minimales Risiko: Al Act nicht anwendbar, nur
Art. 50 (Transparenz), 56 (Verhaltenskodex) und allg. Regeln

Sposob regulacji? —
Poczatkowo: Regulacja w oparciu o ryzyko

 Whniosek Komisji: Im wyzsze ryzyko, tym surowsze reguty.
« Brak regulacji dotyczgcych Al jako takiej, tylko regulacje dotyczace
konkretnych zastosowan.

Niedopuszczalne ryzyko — zakazane praktyki (art. 5)
*  (np. wplyw podprogowy, social scoring)
System AI msoklego ryzyka — dozwolony, ale podlegajacy komg ;
requlacyl (art. 6-27) (np. Al w zyciu zawodowymfpmcedura rekrutacyjna)

Brak lub minimalne ryzyko: Ustawa o sztucznej inteligencji nie ma
—» zastosowania Jedwue art. 50 (przejrzystosc), art. 56 (kodeks
postepowania) | zasady 0golne



KI-System mit allgemeinem Verwendungszweck
(general purpose Al)

« Aufkommen von Large Language Models und anderen Kl-Modellen mit
allgemeinem Verwendungszweck wirft die Frage auf, wen die Pflichten aus der

KI-VO ftreffen sollen:
 Anbieter des allgemeinen Kl-Modells oder
« Betreiber, der das allgemeine Kl-Modell fur ein spezielles KI-System mit

spezifischem (riskantem) Zweck nutzt?
 Ausgangspunkt (COM): Regulierung knlupft an Hochrisiko-Einsatz an.

« Erste Reform (Rat) (nach Aufkommen von ChatGPT 3.5): Regulierung von
general purpose Al

« Zwelter Ansatz (Parlament): Regulierung von general purpose Al und foundation
models

System Al ogolnego przeznaczenia
(general purpose Al)

* Pojawienie sie duzych modeli jezykowych i innych modeli Al ogdlnego przeznaczenia rodzi
pytanie, kto powinien podlegac obowigzkom wynikajagcym z rozporzadzenia Al:
* Dostawca ogélnego modelu Al czy
* Podmiot stosujacy, wykorzystujacy ogolny model Al dla konkretnego systemu Al w
konkretnym (ryzykownym) celu?

« Stan wyjsciowy (COM): Regulacja nawigzuje do wykorzystania obarczonego wysokim
ryzykiem.

* Pierwsza reforma (Rada) (po pojawieniu sie ChatGPT 3.5): Reqgulacja dotyczaca sztucznej
Inteligencji ogolnego przeznaczenia

* Drugie podejscie (Parlament): Regulacja dotyczaca sztucznej inteligencji ogélnego
przeznaczenia oraz modeli podstawowych (foundation models)



KI-System mit allgemeinem Verwendungszweck
(general purpose Al): Losung des Al Act

* Art. 3 Nr. 66: ,KI-System mit allgemeinem Verwendungszweck: KI-System, das auf einem Kl-Modell mit
allgemeinem Verwendungszweck beruht und in der Lage ist, einer Vielzahl von Zwecken sowohl flir die
direkte Verwendung als auch fur die Integration in andere Kl-Systeme zu dienen®

* Art. 3 Nr. 63: ,KI-Modell mit allgemeinem Verwendungszweck®: KI-Modell (...), das eine erhebliche
allgemeine Verwendbarkeit aufweist und in der Lage ist, unabh&ngig von der Art und Weise seines
Inverkehrbringens ein breites Spektrum unterschiedlicher Aufgaben kompetent zu erfillen, und das in
eine Vielzahl nachgelagerter Systeme oder Anwendungen integriert werden kann, ausgenommen Ki-
Modelle, die vor ihrer Markteinfihrung flr Forschungs- und Entwicklungstatigkeiten oder die
Konzipierung von Prototypen verwendet werden;

* EG 98: Modelle mit mindestens einer Milliarde Parametern, die mit einer grolien Datenmenge
unter umfassender Selbstiiberwachung trainiert werden, [gelten] als Modelle ..., die eine
erhebliche allgemeine Verwendbarkeit aufweisen und ein breites Spektrum unterschiedlicher
Aufgaben kompetent erflllen®

* Bsp: Grole generative KI-Modelle (EG 99), da sie flexible Erzeugung von Inhalten erméglichen

* EG97: Unterschied Kl-System und Kl-Modell: KI-Modelle sind wesentliche Komponenten von Ki-
Systemen, aber keine Kl-Systeme: ,Damit KI-Modelle zu KI-Systemen werden, ist die Hinzufligung
weiterer Komponenten, zum Beispiel einer Nutzerschnittstelle, erforderlich®.

System Al ogolnego przeznaczenia
(general purpose Al) Rozwigzanie ustawy o sztuczne|

Inteligencj

* Art. 3 nr66: ,system Al ogolnego przeznaczenia” oznacza system Al oparty na modelu Al ogdlnego
przeznaczenia, ktory to system moze stuzy¢ réznym celom, nadajacy sie zaréwno do bezposredniego
wykorzystania, jak i do integracji z innymi systemami Al;

* Art. 3 nr 63: ,model Al ogélnego przeznaczenia™ model Al, (...), ktory wykazuje znaczng ogolnosc i jest
w stanie kompetentnie wykonywac szeroki zakres réznych zadan, niezaleznie od sposobu, w jaki model
ten jest wprowadzany do obrotu, i ktéry mozna zintegrowac z réoznymi systemami lub aplikacjami
nizszego szczebla — z wytgczeniem modeli Al, ktore sg wykorzystywane na potrzeby dziatan w zakresie
badan, rozwoju i tworzenia prototypow przed wprowadzeniem ich do obrotu;

* Motyw 98: ,(...) modele o co najmniej miliardzie parametrow i trenowane w oparciu o duzg ilos¢
danych z wykorzystaniem nadzoru wtasnego na duzg skale sg bardzo ogdlne | kompetentnie
wykonujg szeroki zakres roznych zadan.”

* Np.: Duze generatywne modele Al (motyw 99), poniewaz umozliwiajq elastyczne generowanie
tresci

* Motyw 97: Réznica miedzy systemem Al a modelem Al: Modele Al sg zasadniczymi komponentami
systemow Al, ale nie sg systemami Al: ,Aby model Al mogt stac sie systemem Al nalezy dodac¢ do niego

dodatkowe elementy, takie jak na przyktad interfejs uzytkownika.”



KI-Modelle mit allgemeinem Verwendungszweck

- Finaler Text: Pflichten fur Anbieter von KI-Modellen mit allgemeinem
Verwendungszweck (Art. 53 Abs. 1 KI-VO):

a) erstellen und aktualisieren der Dokumentation des Modells,
b) Information und Dokumentation Uber Fahigkeiten des Systems flr Anbieter, die das
Kl-System in ihre KI-Systeme integrieren
* DMuss Anbieter in die Lage versetzen, die Fahigkeiten und Grenzen des Kl-Modells zu
verstehen und ihren Pflichten nach der KI-VO nachzukommen, mindestens Ergebnis der

Konformitatsbewertu nﬁ
* ‘“unbeschadet” des Schutzes geistigen Eigentums und von Geschaftsgeheimnissen

c) Strategie zur Einhaltung des Urheberrechts der Union, insbesondere zur
Einhaltung des technischen Vorbehalts far Text und Data Mining

d) Zusammenfassung der Trainingsinhalte.

Abs. 2: Lit. a und b gelten nicht flir Open Source Modelle, deren Parameter publik
sind und keine systemischen Risiken begrinden.

Abs. 4: Pflichten kénnen bis zum Erlass einer harmonisierten Norm mit

Verhaltenskodex Compliance nachweisen.
Abs. 7: Dokumentationen aufgrund von Art. 53 KI-VO unterliegen Vertraulichkeit.

Modele Al ogolnego przeznaczenia

+ Tekst finalny: Obowigzki dostawcow modeli Al ogdélnego przeznaczenia
(art. 53 ust. 1 rozporzadzenia Al):

a) sporzadzanie | aktualizowanie dokumentacji modelu,
b) informowanie | dokumentowanie zdolnosci systemu dla dostawcow, ktorzy

zamierzajg zintegrowac system Al ze swoimi systemami Al
*  Musi umozliwia¢ dostawcom zrozumienie mozliwosci | ograniczen modelu Al oraz
wypc?tnlgnte ich obowigzkéw wynikajgcych z rozporzadzenia Al, co najmnie] wynik oceny
zgodnosci
* bez uszczerbku” dla ochrony praw wtasnosci intelektualnej i tajemnic przedsiebiorstwa

c) polityka stuzgca zapewnieniu zgodnosci z prawem autorskim UE, w szczegolnosci
zapewnieniu technicznego zastrzezenia w odniesieniu do eksploracji tekstow i danych
d) sporzadzanie streszczenia na temat tresci wykorzystanych do trenowania.

Ust. 2: Lit. a) 1 b) nie stosuje sie do modeli typu open source, ktorych parametry sg
podawane do wiadomosci publicznej, | ktére nie stanowig zadnego ryzyka
systemowego.

Ust. 4: Do czasu opublikowania normy zharmonizowane| dostawcy mogg opierac sie
na kodeksach praktyk w celu wykazania zgodnosci.

Ust. 7: Dokumentacja oparta na art. 53 rozporzadzenia Al podlega poufnosci.



Bewertung: Regulierung von Kl-Modellen mit
allgemeinem Verwendungszweck

Verzicht auf (ursprunglich vorgeschlagenes) Risikomanagementsystem sinnvoll, da
Anbieter Einsatzumgebung nicht kennen wird (weitergehende Vorschlage von Rat und

Parlament mit Recht nicht aufgegriffen)

Richtig, den Einsatz von general purpose Al nur im konkreten Hochrisikokontext zu
regulieren, also primér den die general purpose Al adaptierenden Anwender zu
verpflichten (,Aufricken zum Hersteller®, vgl. Art. 25 KI-VO).

Sinnvoll sind auch die Transparenz- und Informationspflichten des Anbieters von gpAl

(ausgestaltet als zwingende Regeln) mit zugehdriger Dokumentation (Art. 25 KI-VO).

* Das Ziel dieser Pflichten ist, dass Nutzer den Einsatz des Kl-Systems in einer Hochrisiko-Umgebung
nachvollziehen und gestalten konnen.

Nicht ganz klar ist, wie die verbleibenden Pflichten des Erstanbieters zur Information und
technischen Unterstitzung (Art. 25 Abs. 2) und die schriftliche Vereinbarung zwischen

Hochrisiko-KI-System-Betreiber und Komponentenanbieter (Art. 25 Abs. 4) ausgestaltet
sein werden (strenger noch Art. 28a EP-Vorschlag: Klauselkontrolle).

Mustervertragsbedingungen sind rein freiwillig.

Ocena: Regulacje dotyczgce modeli Al ogolnego
przeznaczenia

Rezygnacja z (pierwotnie proponowanego) systemu zarzgdzania ryzykiem jest stuszna,
poniewaz dostawca nie bedzie zaznajomiony ze srodowiskiem zastosowania (dalej |dace

wnioski stusznie nie zostaty podjete przez Rade | Parlament)

Stuszne jest uregulowanie wykorzystania Al ogolnego przeznaczenia tylko w okreslonych
kontekstach wysokiego ryzyka, tj. w pierwszej kolejnosci natozenie obowigzkdéw na

uzytkownika dokonujgcego adaptacji Al ogélnego przeznaczenia (,awans na producenta’,
por. art. 25 rozporzadzenia Al).

Rozsgdne sg rowniez obowigzki dostawcy gpAl w zakresie przejrzystosci i informowania
(przewidziane jako przepisy bezwzglednie obowigzujace) wraz z powigzang dokumentacjg
(art. 25 rozporzadzenia Al).

. Celem tych obowiazkow jest umozliwienie uzytkownikom zrozumienia | zorganizowania korzystania z systemu Al w
Srodowisku wysokiego ryzyka.

Nie jest do konca jasne, w jaki sposob zostang okreslone pozostate obowigzki pierwotnego
dostawcy w zakresie dostarczania informacji | wsparcia technicznego (art. 25 ust. 2) oraz

pisemne porozumienie pomiedzy podmiotem stosujgcym system Al wysokiego ryzyka a
dostawcg komponentu (art. 25 ust. 4) (bardziej rygorystyczny art. 28a wniosek PE):

Kontrola klauzul). Warunki wzoru umowy sg catkowicie dobrowolne.



Was bedeutet Vertraulichkeit (Art. 78)?

« Richtet sich an Behorden und “alle anderen naturlichen oderguqistischen
Personen, die an der Anwendung dieser Verordnung beteiligt sind".

. Vertraulicﬁkeit der Informationen und Daten, in deren Besitz sie bei der
Ausfuhrung ihrer Aufgaben und Tatigkeiten gelangen, sodass insbesondere

Folgendes geschutzt ist: | | _ _
* Rechte des geistigen Eigentums sowie vertrauliche Geschaftsinformationen (Ausn.: Art. 5
RL 2016/953) oder |
Durchfiihrung der Verordnung, zB Inspektionen
Offentliche und private Sicherheitsinteressen,
Durchfiihrung von Straf- oder Verwaltungsverfahren,
Als Verschlusssache eingestufte Informationen.

 Nur Abfrage von Daten durch Behorden, die fur die Risikobewertung
“‘unbedingt erforderlich” sind.

«  Wird Akteneinsicht zur Durchsetzung zivilrechtlicher Anspriche moglich sein
(vgl. Diskussion im Kartellrecht: Donau-Chemie et al)?

Co oznacza poufnosc (art. 78)?

« Skierowana do organow i ,wszelkich innych osob fizycznych lub prawnych
Zaangazowanych w stosowanie niniejszego rozporzadzenia’.

« Poufnosc informacji i danych uzyskanych podczas wykonywania swoich
zadan | swojej dziatalnosci, aby w szczegolnosm chronic:

. %a,'vé?guggeislngéci Intelektualnej oraz poufne informacje handlowe (wyjatek: art. 5 dyrektywy
u

* wdrozenie rozporzadzenia, nF. kontrole

* Interesy bezpieczenstwa publicznego i narodowego;

* przebieg postepowan karnych i administracyjnych;

* |nformacje niejJawne.

« Wyszukiwanie przez organy wytgcznie danych ,absolutnie niezbednych” do
oceny ryzyka.

« Czy mozliwe bedzie uzyskanie wgladu do akt w celu dochodzenia roszczen
cywilnoprawnych (por. dyskusja na gruncie prawa antymonopolowego:

Donau-Chemie et al)?



KlI-Modelle mit allgemeinem Verwendungszweck mit
systemischem Risiko

« Systemrisiko (Art. 3 Nr. 65): Risiko, das fur die Fahigkeiten mit hohem Wirkungsgrad
[Art. 3 Nr. 64] von Kl-Modellen mit allgemeinem Verwendungszweck spezifisch ISt
und aufgrund deren Reichweite oder aufgrund tatsachlicher oder vernunftigerweise
vorhersehbarer negativer Folgen fur die offentliche Gesundheit, die Sicherheit, die
offentliche Sicherheit, die Grundrechte oder die Gesellschaft insgesamt erhebliche

Auswirkungen auf den Unionsmarkt hat, die sich in groRem Umfang tUber die
gesamte Wertschopfungskette hinweg verbreiten konnen.

« Zusatzlich zu Art. 53 (Art. 55 Abs. 1 KI-VO):

a) Modellbewertung mit standardisierten Protokollen einschliel3lich “Angriffstests”
b) Bewertung und Minderung der méglichen systemtischen Risiken auf Unionsebene
c) Erfassen und Dokumentieren von “schwerwiegenden Vorfallen” ,
An ein}e{ssenes Mald an Cybersicherheit flir KI-Modell und seine physische Infrastruktur
ewahrleisten

bs. 2: Bis zur Normung c{:]enijgen_Verhaltenskodizes (widerlegbar?)
Abs. 3: Dokumentation ist vertraulich nach Art. 78 -

Keine Ausnahmen flr Dﬁen-Sc)urpe-Modelle, nur wenn Modell “ausschliel3lich flr |
Forschungs- und Entwicklungstatigkeiten oder die Konzipierung von Prototypen verwendet” wird

« Strengere Reﬁeln fur Anbieter von KI-Modellen mit allgemeinem Verwendungszweck
mit systemischem Risiko (Art. 55, 56 KI-VO)

Modele Al ogolnego przeznaczenia z ryzykiem systemowym

* Ryzyko systemowe (art. 3 nr 65): Ryzyko, ktore jest c_harakteglst czne dla modeli Al
0golnego przeznaczenia posiadajgcych zdolnosci duzego oddziatywania [art. 3 nr 64]
| ma znaczacy wpityw na rynek Unil Ze wzgledu na zasieg tych modeli lub rzeczywiste
lub dajgce sie racjonalnie przewidzieC negatywne skutki dla zdrowia publicznego
porzadku publicznego, bezpieczenstwa publicznego, praw podstawowych lub Catego
sp?_itegzenstwa, moggace rozprzestrzenicC sie na duzg skale w catym tancuchu
wartosci.

« W uzupetnieniu do art. 53 (art. 55 ust. 1 rozporzgdzenia Al):

a) ocena modelu zgodnie Ze znormalizowanymi protokotami, w tym ,testy ataku”

b) ocena i ograniczanie ewentualnego ryzyka systemowego na poziomie Unii

c) rejestrowanie | dokumentowanie ,powaznych incydentow” _ _

d z;japfewmame odpowiedniego poziomu cyberochrony modelu Al oraz infrastruktury fizycznej tego
modelu

. Usé. 2: Do _mg:)mentu unormowania wystarczajgce sg kodeksy postepowania (mozliwosc
odwazenia’

. st. 3: Dokumentacja jest poufna zgodnie z art. 78 _

* Brak wyjatkow dla modeli open source, tylko jesli model ,jest wykorzystywany

* wylgcznie do celdw dziatalnosci badawczo-rozwojowej | tworzenia prototypow”

« Bardzie] rygorystyczne reguty dla dostawcow modeli Al ogélnego rzeznaczenia
obarczonych ryzykiem systeimowym (art. 55, 56 rozporzadzenia Al)



Verantwortlichkeit entlang der Kl-Wertschopfungskette
(Art. 25)

Abs. 1: Aufrucken zum Hersteller bei Veranderung oder Einsatz im

Hochrisiko-Kontext.

* Erstanbieter ist nicht mehr verantwortlich gAbs. 2). Nur noch Zusammenarbeitspflicht,
sofern nicht Einsatz im Hochrisiko-Kontext nicht eindeutig verboten wurde.

Abs. 3: Bel Einbettun%in besonders regulierte Produkte gilt
Produkthersteller als Anbieter des Kl-Systems.

Abs. 4: Anbieter eines Hochrisiko-KI-Systems und Dritter, der ein Kl-System
bereitstellt, das innerhalb eines Hochrisiko-KI-Systems verwendet wird,
legen in schriftlicher Vereinbarung Informationen, Fahigkeiten, technischen
Zugang und sonstige Unterstiitzung nach dem allgemein anerkannten Stand
der Technik fest, die erforderlich sind, damit der Anbieter des Hochrisiko-KI-
Systems die in der KI-VO festgelegten Pflichten vollstandig erfullen kann

Gilt nicht bei Open-Source-KI-Modellen.

Abs. 5 Geistiges Eigentum und Geschaftsgeheimnisschutz bleiben
unberuhrt.

Odpowiedzialnosc w catym tancuchu wartosci Al (art. 25)

Ust. 1: Awans na producenta w przypadku zmiany lub wykorzystania w

kontekscie wysokiego ryzyka.

* Pierwotny dostawca nie jest juz odpowiedzialny (ust. 2). Istnieje juz t?/Iko obowigzek
wstg)o’rp_racy, chyba ze uzycie w kontekscie wysokiego ryzyka nie zostato wyraznie
zabronione.

Ust. 3: W przypadku wbudowania w produkty podlegajgce specjalnym
regulacjom, producent produktu jest uwazany za dostawce systemu Al.

Ust. 4: Dostawca systemu Al wysokiego ryzyka i osoba trzecia
dostarczajgca system Al, ktory jest wykorzystywany w systemie Al
wysokiego ryzyka, wskazujg, w drodze pisemnej umowy, informacje,
zdolnoscli, dostep techniczny i innego rodzaju pomoc opartg na .
powszechnie uznanym stanie wiedzy technicznej wymagane, aby umozliwic
dostawcy systemu Al wysokiego ryzyka petne spetnienie obowigzkow

ustanowionych w niniejszym rozporzadzeniu |A.

Nie dotyczy modeli Al typu open source.

Ust. 5 Prawa wiasnosci intelektualnej i ochrona tajemnicy przedsiebiorstwa
pozostajg nienaruszone.



Regulierung von foundation models wurde auf KI-Modelle
mit systemischem Risiko reduziert

- EP wollte noch breiter “foundation models™ regeln.

- Definition (Art 3(1)(c)): ‘foundation model’ means an Al system model
that is trained on broad data at scale, is designed for generality of output,

and can be adapted to a wide range of distinctive tasks;

* Hintergrund: ChatGPT
* Vgl. demgegenuber: ‘general purpose Al system’ means an Al system that can be

used in and adapted to a wide range of applications for which it was not intentionally
and specifically designed (Art 3(1)(d)).

- Unterschied scheint vor allem den Umfang der “training data” und
(weniger bedeutsam) das Design “for a generality of output” zu sein.

Regulacja modell podstawowych zostata ograniczona do
modeli Al z ryzykiem systemowym

- PE chciat jeszcze szerzej uregulowac ,modele podstawowe”.

« Definicja (art. 3 (1)(c)): ‘model podstawowy’ oznacza model systemu Al,

Ktory zostat wytrenowany na obszernych danych na duzg skale,
zaprojektowany pod katem ogolnosci wynikow | moze zostac

zaadaptowany do szerokiego zakresu charakterystycznych zadan:;

* Kontekst: ChatGPT
* Por. natomiast: 'system Al ogdélnego przeznaczenia’ oznacza system Al, ktéry moze

by¢ wykorzystywany | dostosowywany do szerokiego zakresu zastosowan, dla
ktorych nie zostat celowo | specjalnie zaprojektowany (art. 3(1)(d)).

- Podstawowg roznicg wydaje sie bycC zakres ,,danych treningowych” oraz
(mniej znaczace) zaprojektowanie ,dla ogolnosci wyniku”.



Art. 28b EP: Pflichten fur provider von foundation models

* (1) Pflichten gelten unabhangig von Distributionskanal (auch open source), development methods oder
Typus von Trainingsdaten (vgl. auch Art. 2(5)(e)).

* (2)(a): foundation models should assess and mitigate possible risks and harms through appropriate
design, testing and analysis,

* (2)(b) process and incorporate only datasets that are subject to appropriate data governance measures
(suitability, biases),

* (2)(c) Foundation models have to keep appropriate levels of performance, predictability, interpretability,
corrigibility, safety and cybersecurity throughout their lifecycle: independent experts, documented
analysis and extensive testing.

* (2)(d) standards to reduce energy use, resource use and waste, and measure energy consumption.

* (2)(e) draw up extensive technical documentation and intelligible instructions for use for downstream
users to comply with Art. 28; and (3) provide the relevant documents up to 10 years after the model is
launched.

* (2)(f) Foundation model providers have to implement a quality management system to ensure
compliance with Art. 28;

* (2)(g) Foundation models have to be registered on the EU database.

* (4) Foundation models that fall in the generative Al category must comply with transparency obligation
(Art. 52) and implement adequate safeguards against generating content in breach of EU law.
Generative Al models would have to make publicly available a sufficiently detailed summary of the use
of training data protected under copyright law.

Art. 28b PE: Obowiagzki dla dostawcow modeli podstawowych

* (1) Obowiazki maja zastosowanie niezaleznie od kanatu dystrybucji (w tym open source), metod rozwoju
lub rodzaju danych treningowych (zob. réwniez art. 2(5)(e)).

* (2)(a): modele podstawowe powinny oceniac 1 ogranicza¢ mozliwe ryzyko | szkody poprzez odpowiednie
projektowanie, testowanie i analize,

* (2)(b) przetwarzanie i wtgczanie jedynie zbioréw danych, ktére podlegajg odpowiednim srodkom
zarzgadzania danymi (odpowiednios¢, stronniczosé),

* (2)(c) modele podstawowe muszg utrzymywac odpowiednie poziomy wydajnosci, przewidywalnosci,
interpretowalnosci, korygowalnosci, bezpieczenstwa i cyberbezpieczenstwa przez caty cykl zycia:
niezalezni eksperci, udokumentowana analiza i szeroko zakrojone testy.

* (2)(d) normy majgce na celu zmniejszenie zuzycia energii, zasobow | odpadow oraz pomiar zuzycia
energii.

* (2)(e) sporzadzanie obszerne] dokumentacji technicznej i zrozumiatych instrukcji uzytkowania dla
dalszych uzytkownikéw w celu zapewnienia zgodnosci z art. 28; oraz (3) dostarczanie odpowiednich
dokumentow do 10 lat po wprowadzeniu modelu na rynek.

* (2)(f) dostawcy modelu podstawowego muszg wdrozy¢ system zarzadzania jakoscia w celu zapewnienia
zgodnosci z art. 28;

* (2)(g) modele podstawowe muszg byc¢ zarejestrowane w bazie danych UE.

* (4) modele podstawowe nalezgce do kategorii generatywne] Al musza bycC zgodne z obowiazkiem
przejrzystosci (art. 52) i musza wdrazac¢ odpowiednie zabezpieczenia przed generowaniem tresci z
naruszeniem prawa UE. Generatywne modele Al musiatyby publicznie udostepnia¢ wystarczajgco
szczegotowe podsumowanie wykorzystania danych treningowych chronionych prawem autorskim.




Bewertung: Reduzierung auf KI-Modelle mit systemischen
Risiken ggu foundation models sinnvoll

* Argument fur Regulierung von foundation models im Unterschied zu general purpose Al ist,
dass sie eine engere Kategorie mit potentiell sehr breiter Verwendung betreffen. Aber:
* Der Begriff wird zwar in der Informatik genutzt, aber nicht fur die Zwecke juristischer
Definitionen, so dass seine Eignung unklar ist (“trained on broad data at scale™?).
* Auch hier stellt sich die Frage, wie angesichts der unterschiedlichen Verwendungen
ein Risikomanagementsystem eingerichtet werden soll oder Uber die Geeignetheit von

Trainingsdaten entschieden werden soll.
* Risiko, dass nur grolie Unternehmen die Pflichten erfillen kbnnen?

* (Ggf. kdnnte die eigenstédndige Regulierung von foundation models unabh&ngig von
Ihrem konkreten Einsatz an eine Bennennung konkreter Modelle geknupft werden,
deren Anbieter dann strengeren Pflichten unterliegen (vgl. Digital Markets Act).

* Problematisch ist nach wie vor die Einbeziehung von Open-Source-Modelle mit Kl-
Systemen mit systemischem Risiko.

Ocena: Ograniczenie do modeli Al z ryzykiem systemowym w
porownaniu do modeli podstawowych jest zasadne

* Argumentem przemawiajgcym za uregulowaniem modeli podstawowych w odroznieniu od
Al ogolnego przeznaczenia jest to, ze dotycza one wezszej kategorii o potencjalnie bardzo
szerokim zastosowaniu. Ale:

* Termin ten jest wprawdzie uzywany w informatyce, jednakze nie do celow definicji
prawnych, wiec jego przydatnosc jest niejasna (,trenowany na obszernych danych na
duzg skale™?).

* Tutaj rowniez pojawia sie pytanie, w jaki sposob nalezy skonfigurowac system
zarzadzania ryzykiem w swietle réznych zastosowan lub w jaki sposob nalezy podjac
decyzje co do przydatnosci danych treningowych.

* Ryzyko, ze tylko duze firmy beda w stanie spetnic¢ te obowigzki?

* W razie potrzeby niezalezna regulacja dotyczaca modeli podstawowych mogtaby byc
powigzana ze wskazaniem konkretnych modeli, niezaleznie od ich konkretnego
wykorzystania, ktérych dostawcy podlegaliby woéwczas bardziej rygorystycznym
obowigzkom (por. ustawa o rynkach cyfrowych).

* W dalszym ciggu problematyczne jest wiaczenie modeli typu open source z
systemami Al z ryzykiem systemowym.



Content Moderation bei KI-Systemen?

* Brauchen wir eine Content Moderation bei KI-Systemen wie beim Digital Services Act?
* M.E. schwierig, weil so schnell wie beim DSA nicht reagiert werden kann. Auch keine
unmittelbare Breitenwirkung der Ausgaben (anders als bei Plattformen). Daher allenfalls bei

sehr verbreiteten Modellen.
* Wichtiger ist m.E. die Kennzeichnungspflicht flr die Erzeugnisse und die Information tber

Missbrduche.

Moderacja tresci w systemach Al?

* (Czy potrzebna jest nam moderacja tresci w systemach Al, jak w przypadku ustawy o
rynkach cyfrowych?
Moim zdaniem Jest to trudne, poniewaz nie mozna reagowac tak szybko, jak w przypadku
DSA. Brak rowniez bezposredniego szerokiego oddziatywania wynikow (w przeciwienstwie
do platform). Stad tez tylko w przypadku bardzo popularnych modeli.
* Moim zdaniem wazniejsze jest obowigzkowe oznaczanie produktow I informowanie o

naduzyciach.



Allgemeine Prinzipien fur alle KI-Systeme?

- Nicht aufgenommen wurden allgemeine Prinzipien fur alle KI-Systeme
(Art 4a EP-Vorschlag: General principles applicable to all Al systems):

(1) All operators falling under this Regulation shall make their best efforts to develop
and use Al systems or foundation models in accordance with the following general
principles establishing a high-level framework that promotes a coherent human-
centric European approach to ethical and trustworthy Artificial Intelligence, which is
fully in line with the Charter as well as the values on which the Union is founded:

a) human agency and oversight,

b) technical robustness and safety,

c) privacy and data governance,

d) transparency,

e) diversity, non-discrimination and fairness,

f) social and environmental well-being.

Ogolne zasady dla wszystkich systemow Al?

- Nie uwzgledniono ogolnych zasad dla wszystkich systemow Al (art. 4a
wniosku PE): Ogodlne zasady majgce zastosowanie do wszystkich
systemow Al:

(1) Wszystkie podmioty objete zakresem niniejszego rozporzadzenia doktadajag
wszelkich staran, aby rozwijac | wykorzystywac systemy Al lub modele podstawowe
zgodnie z nastepujacymi zasadami ogolnymi, ustanawiajacymi ramy wysokiego
szczebla, ktore promujg spojne, zorientowane na cztowieka europejskie podejscie do
etycznej | godnej zaufania sztucznej inteligencji, ktore jest w peini zgodne z Kartg, a
takze z wartosciami, na ktorych opiera sie Unia:

a) przewodnia | nadzorcza rola cztowieka,

b) solidnosc techniczna | bezpieczenstwo,

c) ochrona prywatnosci i zarzadzanie danymi,

d) przejrzystosc¢,

e) roznorodnosc, niedyskryminacja | sprawiedliwosc,

f) dobrostan spoteczny i Srodowiskowy.



Wie wird geregelt? —
Urspringlich: Risikobasierte Regulierung

« KOM-Vorschlag: Je hoher das Risiko, desto strenger die Regeln.
« Keine Regulierung von KI als solcher, sondern nur konkreter Anwendungen.

Inakzeptables Risiko — Verbotene Praktiken (Art. 5)
(zB unterschwellige Beeinflussung, social scoring)

_ Hochrisiko KI-System — erlaubt aber umfassender Regulierung

unterworfen (Art. 6-27) (z.B. Kl im
Arbeitsleben/Bewerbungsverfahren)

f E —» Keines oder minimales Risiko: Al Act nicht anwendbar, nur
Art. 50 (Transparenz), 56 (Verhaltenskodex) und allg. Regeln

Sposob regulacji? —
Poczatkowo: Regulacja w oparciu o ryzyko

 Whniosek Komisji: Im wyzsze ryzyko, tym surowsze reguty.
« Brak regulacji dotyczgcych Al jako takiej, tylko regulacje dotyczace
konkretnych zastosowan.

Niedopuszczalne ryzyko — zakazane praktyki (art. 5)
*  (np. wplyw podprogowy, social scoring)

System Al wysokiego ryzyka — dozwolony, ale podlegajacy kompleksowe]
regulaci (art. 6-27) (np. Al w zyciu zawodowym/procedura rekrutacyjna)

Brak lub minimalne ryzyko: Ustawa o sztucznej inteligencji nie ma
—» zastosowania, jedynie art. 50 (przejrzystosc), art. 56 (kodeks
postepowania) | zasady ogolne

—»




Nun: hybrider Ansatz

* Risikobasierter Ansatz problematisch bei Kl mit allgemeinem Verwendungszweck?
* Ld&sung (1): "Aufricken zum Hersteller” : Bei “substantial modification”, die ein High risk

Al system erzeugt, wird der "Modifizierer” zum Hersteller (Art. 25 Abs. 1).

* Zudem Vorgaben flir Vereinbarungen zwischen Teilehersteller und Herstellern von High-risk-
Al, aber ohne Klauselkontrolle (Art. 25 Abs. 2, 4; anders noch Art. 28a EP-Vorschlag).

* Lo&sung (2): Eigene Pflichten fur Hersteller von “foundation models™ (Art. 28b)
Verbotene Praktiken (Art. 5)

‘“‘xxﬁ\*
Kl-Modelle Hochrisiko (Art. 6-27) M 55 Abs Jedes K- \1
mit allg. System a
Verwendun /
gszweck: w’/
Art. 53, 55

Keines oder minimales Risiko: Al Act nicht anwendbar,
Q nur Art. 50 (Transparenz), 56 (Verhaltenskodex) und
allg. Regeln

Obecnie: podejscie hybrydowe

* Podejscie oparte na ryzyku problematyczne w przypadku Al ogdlnego przeznaczenia?
* Rozwigzanie (1): ,Awans na producenta” W przypadku ,istotne] modyfikacji’, ktora tworzy system Al
wysokiego ryzyka, ,modyfikujacy” staje sie producentem (art. 25 ust. 1).

*  Ponadto wytyczne dotyczace porozumien miedzy producentami czesci a producentami Al wysokiego ryzyka,
ale bez kontroli klauzul (art. 25 ust. 2, 4; inaczej art. 26a wniosku PE).

* Rozwigzanie (2). Szczegolne obowigzki dla producentow ,modeli podstawowych” (art. 28b)

i E Zakazane praktyki (art. 5)
,.-"'—"_'_f____h‘"mh
“m\
Mot Wysokie ryzyko (art. 6-27) — Kazdy system ]
ogdinego /

przeznaczenia:
Art. 53, 55 w’/

Brak lub minimalne ryzyko: Ustawa o sztucznej inteligenciji nie

ma zastosowania, jedynie art. 50 (przejrzystosc), art. 56 (kodeks
postepowania) | zasady ogolne



Persdnlicher Anwendungsbereich (Wer?)

« Al Act regelt v.a. die Pflichten von Anbietern und Betreibern:

Art 3 Nr. 3: ,Anbieter” eine naturliche oder juristische Person, Behérde, Einrichtung oder
sonstige Stelle die ein KI-System oder ein KI-Modell mit allgemelnem Vemendungszweck
entwic elt oder entwickeln Idsst und es unter ihrem eigenen Namen oder ihrer
Handelsmarke in Verkehr bringt oder das KI-System unter ihrem eigenen Namen oder ihrer

Handelsmarke in Betrieb nimmt, sei es entgeltlich oder unentgeltlich;

Art 3 Nr. 4:  Betreiber” eine nattrliche oder juristische Person, Behérde, Einrichtung oder
sonstige Stelle, die ein KI-System in eigener Verantwortung verwendet, es sei denn, das
KI-System wird im Rahmen einer persoOnlichen und nicht beruflichen Tatlgkelt verwendet

Aullerdem erfasst werden Importeure, Handler, Hersteller, Produkthersteller Ki-
eingebetteter Produkte und Bevollmachtigte von Anbietern aul3erhalb der EU.

Die von KI-Systemen betroffenen Personen wurden zunachst im Al Act nicht angesprochen

(anders in der DSGVO). Aber nun Art. 86: Recht auf Erlauterung der Entscheidungsfindung
iIm Einzelfall, aber gesetzlich abdingbar und subsidiar zu anderen Rechten auf Erlauterung
(zB nach DSGVO, soweit diese ein solches Recht eréffnet).

Osobowy zakres stosowania (kto?)

« Al Act reguluje przede wszystkim obowigzki dostawcow i podmiotow
stosujgcych:

Art. 3 nr 3: ,dostawca” oznacza osobe fizyczng lub prawng, organ publiczny, agencje lub inny
podmiot, ktore rozwijajg system Al lub model Al ogdlnego przeznaczenia lub zlecaja rozwogj
systemu Al lub modelu Al ogdlnego przeznaczenia oraz ktore — odptatnie lub nieodptatnie — pod

wiasng nazwg lub witasnym znakiem towarowym wprowadzajg do obrotu lub oddajg do uzytku
system Al;

Art. 3 nr 4: ,podmiot stosujgcy” oznacza osobe fizyczng lub prawng, organ publiczny, agencje lub
inny podmiot, ktore wykorzystujg system Al, nad ktorym sprawujg kontrole, z wyjatkiem sytuacji,
gdy system Al jest wykorzystywany w ramach osobiste] dziatalnosci pozazawodowej;

Uwzgledniono rowniez importerow, dystrybutorow, producentow, producentow produktow z
wbudowang Al oraz upowaznionych przedstawicieli dostawcow spoza UE.

Osoby, ktorych dotyczg systemy Al, nie zostaty poczatkowo uwzglednione w Al Act (w
przeciwienstwie do RODO). Ale obecnie art. 86: Prawo do uzyskania wyjasnienia procesu
decyzyjnego w indywidualnych przypadkach, jednak z mozliwoscig odstapienia zgodnie z prawem

| pomocnicze w stosunku do innych praw do uzyskania wyjasnienia (np. zgodnie z RODO, o ile
zapewnia takie prawo).



Raumlicher Anwendungsbereich (Wo?7)

Art. 2 Abs. 1: Diese Verordnung gilt far Folgende:

a) Anbieter, die in der Union Kl-Systeme Iin Verkehr bringen oder in
Betrieb nehmen oder KI-Modelle mit allgemeinem VerwendungszwecKk in
Verkehr bringen, unabhangig davon, ob diese Anbieter in der Union oder
In einem Drittland niedergelassen sind;

D) Betreiber von KI-Systemen, die ihren Sitz in der Union haben oder
sich in der Union befinden:;

c) Anbieter und Betreiber von Kl-Systemen, die ihren Sitz in einem
Drittland haben oder sich in einem Drittland befinden, wenn das vom
System hervorgebrachte Ergebnis in der Union verwendet wird;

- Weiter raumlicher Anwendungsbereich zwingend, um Nachteile
fur EU-Unternehmen zu vermeiden.

Przestrzenny zakres stosowania (gazie?)

Art. 2 ust. 1 Niniejsze rozporzagdzenie stosuje sie do:

a) dostawcow wprowadzajgcych do obrotu lub oddajgcych do uzytku
systemy Al lub wprowadzajacych do obrotu modele Al ogolnego
przeznaczenia w Unii, niezaleznie od tego, czy dostawcy ci maja
siedzibe lub znajdujg sie w Unii czy w panstwie trzecim;

b) podmiotow stosujacych systemy Al, ktore to podmioty majg siedzibe
lub znajdujg sie w Unii;
c) dostawcow systemow Al | podmiotow stosujgcych systemy Al, ktorzy
majg siedzibe lub znajdujg sie w panstwie trzecim, w przypadku gdy
wyniki wytworzone przez system Al sg wykorzystywane w Unii;

- Szeroki geograficzny zakres stosowania jest obowiazkowy w
celu unikniecia niedogodnosci dla przedsiebiorstw z UE.




Anwendungsbereich: Abgrenzung zu anderen Materien

« Ausgenommene Bereiche:

Sektorielle Vorschriften fur Hochrisiko-KI-Systeme sind vorrangig, Art 2
Abs. 2

Verteidigung und nationale Sicherheit, Art 2 Abs. 3

KI-Systeme fur alleinigen Zweck wissenschaftlicher Forschung, Art. 2
Abs. 6

Forschungs-, Test- und Entwicklungstatigkeit vor Inverkehrbringen,
soweit nicht Test unter realen Bedingungen (Art. 2 Abs. 8)

Einsatz von Kl-Systemen durch nattrliche Personen im Rahmen einer
ausschlief3lich personlichen und nicht beruflichen Tatigkeit verwenden,
Art 2 Abs. 10 (selbst Transparenzpflicht fir Deep Fakes nicht
ausgenommen).

KI-Systeme unter Open Source-Lizenzen, soweit diese nicht als
Hochrisiko-System oder als KI-System iSd Art. 5 (verbotene Praktiken)
oder Art. 50 (Transparenzpflicht)

Zakres stosowania: Odgraniczenie od innych obszarow

 Wytaczone zakresy:

Przepisy sektorowe dla systemow Al wysokiego ryzyka sg priorytetem,
art. 2 ust. 2

Obrona i bezpieczenstwo narodowe, art. 2 ust. 3

Systemy Al wytacznie do celow badan naukowych, art. 2 ust. 6
DziatalnosC badawcza, testowa | rozwojowa przed wprowadzeniem do
obrotu, chyba ze testy odbywaja sie w warunkach rzeczywistych (art. 2
ust. 8)

Korzystanie z systemow Al przez osoby fizyczne w ramach czysto
osobistej dziatalnosci pozazawodowej, art. 2 ust. 10 (nawet nie
wytgczajgc obowigzku przejrzystosci w przypadku deep fakes).
Systemy Al na licencjach open source, chyba ze sg one sklasyfikowane
Jako systemy wysokiego ryzyka lub jako systemy Al w rozumieniu art. 5
(zakazane praktyki) lub art. 50 (obowiazek przejrzystosci)



Anwendungsbereich: Abgrenzung zu anderen Materien

Al Act berthrt nicht andere EU-Rechtsvorschriften (EG 9, 10),
Insbesondere iIm Bereich Datenschutz (Art. 2 Abs. 7), Verbraucherschutz
+ Produktsicherheit (Art. 2 Abs. 9), Grundrechte, Beschaftigung,
Arbeithehmerschutz und Produktsicherheit.

KI-VO zielt darauf ab, die Wirksamkeit dieser bestehenden Rechte und
Rechtsbehelfe zu starken, indem sie spezifische Anforderungen und
Verpflichtungen festlegt, u. a. in Bezug auf Transparenz, technische
Dokumentation und das Flhren von Aufzeichnungen von Kl-Systemen

(EG D aE).

* Beispiele: Rechtsbehelfe aus Produkthaftungsrecht (vgl. Reform) oder DSGVO.
* Was bedeutet das fur das Recht auf Dokumentenzugang?

Zakres stosowania: Odgraniczenie od innych obszarow

Al Act nie ma wptywu na pozostate przepisy UE (motyw 9, 10), w
szczegolnosci w zakresie ochrony danych (art. 2 ust. 7), ochrony
konsumentow + bezpieczenstwa produktow (art. 2 ust. 9), praw
podstawowych, zatrudnienia, ochrony pracownikow | bezpleczenstwa
produktow.

Rozporzadzenie Al ma na celu wzmocnienie skutecznosci tych
Istniejg oYCh praw | Srodkow prawnych poprzez ustanowienie
szczegotowych wymogow | obowigzkow, m.in. w odniesieniu do
przejrzystosci, dokumentacji technicznej | prowadzenia rejestrow

systemow Al (motyw 9 w zast.).
* Przyktady: Srodki prawne na mocy przepisow dotyczgcych odpowiedzialnosci za

produkt (por. reforma) lub RODO.
* Coto oznacza dla prawa dostepu do dokumentow?



Verbote (Art. O)

" Unterschwellige Beeinflussung durch Kl-System, (1)(a): KI-VO folgt EP: Fahigkeit, informierte Entscheidung zu treffen, muss
spurbar beeintrachtigt werden, so dass dies erheblichen Schaden zufugen kann.

- Ausnutzen der Schwache/Schutzbedurfigkeit, (1)(b): Verhaltensbeeinflussung vulnerabler Personen mit der Folge, dass
erheblicher Schaden (nicht nur kérperlich/psychologisch) mit hinreichender Wahrscheinlichkeit zugeflgt wird

- Social Scoring (sowohl durch Staat wie durch Private) (1)(c): biometrische Kategonsierungssysteme auf Grundlage der
Verhaltensbeobachtung oder personlicher Eigenschaften, wenn dies zur Schlechterstellung ohne Zusammenhang mit den

urspriinglich erzeugten oder erfassten Daten steht oder wenn die Schlechterstellung im Hinblick auf Verhalten ungerechtfertigt oder
unverhaltnismallig ist

o Strafbarkeitsprognosen, (1)(d) (soweit nicht objektive und Uberpriufbare Tatsachen)

- Datenbanken zur Gesichtserkennung durch ungezieltes Auslesen von Gesichtsbildern aus dem Internet, (1)(e) (Clearview)
" Emotionserkennungssysteme am Arbeitsplatz oder in Bildungseinnchtungen, 1(f)
» Biometrische Kategorisierung. um verbotene Merkmale (Rasse, pol. Einstellung, sexuelle Ausrichtung etc) zu erschlielen, 1(g)

" Biometrische Echtzeit-ldentifizierung, (1)(h) (mit Ausnahmen fur Strafverfolgung und Terrorabwehr) (Hauptdiskussionspunkt)

/akazy (art. 9)

» Podprogowy wpiyw systemu Al, (1)(a): Rozporzadzenie Al podaza za PE: Zdolnosc do podejmowania swiadomych decyzji musi
byC odczuwalnie ograniczona, aby mogto to spowodowac znaczng szkode.

" Wykorzystywanie stabosci/potrzeby ochrony, (1)(b): Wywieranie wptywu na zachowanie 0sob szczegolnie narazonych z takim
skutkiem, ze z wystarczajacym prawdopodobienstwem zostanie im wyrzadzona znaczna szkoda (nie tylko fizyczna/psychiczna)

- Scoring spoteczny (zarowno przez panstwo, jak i podmioty prywatne) (1)(c): biometryczne systemy kategoryzacji na podstawie
obserwac)l zachowan lub cech osobistych, jezeli prowadzi to do krzywdzacego traktowania bez zwiazku z pierwotnie
wygenerowanymi lub zgromadzonymi danymi. lub jesli krzywdzace traktowanie jest nieuzasadnione lub niewspoétmierne w stosunku

do zachowania

- Przewidywanie odpowiedzialnosci karnej, (1)(d) (chyba ze obiektywne | mozliwe do zweryfikowania fakty stanowia inacze))
. Bazy danych do rozpoznawania twarzy poprzez nieukierunkowany odczyt obrazow twarzy z Internetu, (1)(e) (Clearview)

- Systemy rozpoznawania emocji w miejscu pracy lub w placowkach edukacyjnych. 1(f)

" Kategoryzacja biometryczna w celu identyfikac)i cech zabronionych (rasa, poglady polityczne, orientacja seksualna itp.), 1(g)

" Identyfikacja biometryczna w czasie rzeczywistym, (1)(h) (z wyjatkami dotyczacymi scigania przestepstw 1 zwalczania
terroryzmu) (gtowny punkt dyskusji)



Echtzeit-Fernidentifizierung

« Nur Echtzeit-Fernidentifizierung ist verboten, nicht nachtragliche
|dentifizierung

« Unzulassige Vorratsdatenspeicherung?

Zdalna identyfikacja w czasie
rzeczywistym

« /Zabroniona jest jedynie zdalna identyfikacja w czasie rzeczywistym, nie zas
pozniejsza identyfikacja

 Niedopuszczalna retencja danych?



Hochrisiko-Kl-Systeme (Art. 6): Definition

_ v

* Was sind Hochrisiko-KI-Systeme? Zwei Falle

Abs. 1: KI-Systeme, die entweder eine Sicherheitskomponente eines Produkts sind, das bereits einer
Konformitatsbewertung durch einen Dritten in Bezug auf Gesundheits- und Sicherheitsrisiken unterliegt oder
das Kl-System ist selbst ein solches Produkt UND das Produkt oder das Kl-System als Tell eines solchen

Produkts unterliegt einer Konformitatsbewertung durch Dritte aufgrund der in Anhang Il genannten
Harmonisierungsrechtsakte der Union

Abs. 2: Kl-Systeme, die auf den in Anhang lll genannten Feldern eingesetzt werden.

Abs. 3 Neu (EP): KI-System qgilt im Fall von Abs. 2 nicht als hochriskant, wenn es kein erhebliches Risiko der
Beeintrachtigung in Bezug auf die Gesundheit, Sicherheit oder Grundrechte natlrlicher Personen birgt, indem
es unter anderem nicht das Ergebnis der Entscheidungsfindung wesentlich beeinflusst. (+), wenn

- Nur Durchfuhrung eng gefasster Verfahrensaufgabe

. Nur Verbesserung zuvor ausgefihrier menschlicher Tatigkeit

. Nur Erkennen von Entscheidungsmustern oder Abweichungen von friheren Entscheidungsmustern, ohne zuvor abgeschlossene

menschliche Bewertung zu ersetzen

Nur vorbereitende Aufgabe fur eine Bewertung im Bereich des Gebiete des Anhangs Il

Systemy Al wysokiego ryzyka (art. 6): Definicja A

o Czym sq systemy Al wysokiego ryzyka? Dwa przypadki

Ust. 1: Systemy Al, ktore sa albo elementem bezpieczenstwa produktu, podlegajaceqgo juz ocenie zgodnosci
przez podmiot trzeci pod katem zagrozen dla zdrowia | bezpieczenstwa, albo system Al sam w sobie jest
takim produktem ORAZ produkt lub system Al jako czesc takiego produktu podlega ocenie zgodnosci przez

podmioty trzecie na podstawie unijnych aktow harmonizacyjnych, o ktérych mowa w zataczniku |l
Ust. 2: Systemy Al wykorzystywane w dziedzinach wymienionych w zataczniku lll.

Ust. 3 nowy (PE): System Al w przypadku ust. 2 nie jest uwazany za wysoce ryzykowny, jezeli nie stwarza

znaczacego ryzyka szkody dla zdrowia, bezpieczenstwa lub praw podstawowych osob fizycznych, miedzy
INnnymi poprzez brak znaczacego wptywu na wynik procesu podejmowania decyzji. (+) jezeli

u Tylko realizacja wasko zdefiniowanego zadania proceduralnego

. Tylko usprawnienie czynnosci uprzednio wykonywanych przez cztowieka

¢ Tylko rozpoznawanie wzorcow podejmowania decyzji lub odstepstw od wzorcow podjetych uprzednio decyzji, bez zastapienia

zakonczonej uprzednio oceny dokonanej przez cztowieka

Tylko zadanie przygotowawcze do oceny w zakresie obszarow wymienionych w zataczniku Il



-ochrisiko-KI (Art. 6): Bewertung

« Der Einsatz von Kl durch den Staat wird relative umfassend als Hochrisiko-
System eingestuft.

« Das wird absehbar die Kosten treiben und den Einsatz insgesamt
verhindern, obwohl durchaus erheblicher Nutzen gerade durch den Einsatz

von Kl in der Verwaltung zu erwarten ist.

« M.E. zeigt sich, dass offentliche Einrichtungen — etwa Hochschulen, aber
auch die Justiz — schlicht keine Fursprecher hatten, um Ausnahmen

durchzusetzen.

« Positiv sind die neuen Ausnahmen nach Art. 6 Abs. 3 KI-VO zu bewerten.

« Ggf. hatte Hochrisiko-Einsatz ausgeschlossen werden kénnen, wenn der
Betroffene eine (echte) Wahl hat, ob er dem Kl-System unterworfen wird und

zudem ein Recht auf Beschwerde zu einem menschlichen Entscheider hat.

Al wysokiego ryzyka (art. 6): Ocena

« Woykorzystanie Al przez panstwo jest stosunkowo szeroko klasyfikowane jako
system wysokiego ryzyka.

 Przewiduje sie, ze spowoduje to wzrost kosztow | uniemozliwi korzystanie z
Al w ogole, mimo iz mozna spodziewac sie znacznych korzysci z
wykorzystania Al, zwtaszcza w administracii.

« Moim zdaniem pokazuje to, ze instytucje publiczne — takie jak uniwersytety,
ale takze sgdownictwo — po prostu nie miaty swoich oredownikow, ktorzy

wyegzekwowaliby wytgczenia.
« Nowe wytgczenia na mocy art. 6 ust. 3 rozporzadzenia Al nalezy oceniac
pozytywnie.

« W razie potrzeby zastosowanie wysokiego ryzyka mozna byto wykluczyc,
gdyby dana osoba miata (rzeczywisty) wybor, czy zostanie poddana systemowi
Al, a ponadto miata prawo ztozenia skargi u ludzkiego decydenta.



Hochrisiko Kl (Art. 8-15):
Anforderungen

» Art. 8 Abs. 1: Begrenzung durch . Zweckbestimmung sowie dem allgemein anerkannten Stand der Technik™.

o Art. 9: Einrichtung eines Risikomanagementsystems, das eine angemessene Risikobewertung und
Risikominimierung/-beseitigung gewahrleistet im Hinblick auf den beabsichtigten Zweck wahrend des gesamten
Lebenszyklus.

B Art. 10: Datenqualitat, die fur die Zweckbestimmung des Hochrisiko-Kl-Systems geeignet sind (Art. 10). Far
Trainings-, Validierungs- und Testdatensatze weitere Vorgaben (Art. 10(2)-(9)).

- Art. 11: Technische Dokumentation
- Art. 12: Aufzeichnungspflichten (Logging)

B Art. 13: Transparenzpflichten und Verpflichtung auf Gebrauchsanweisungen. Beachte auch das Recht auf
Erklarung (Art. 86).

o Art. 14: Menschliche Aufsicht.

. Art. 15: Genauigkeit, Robustheit und Cybersicherheit

Al wysokiego ryzyka (art. 8-15):
Wymogi

" Art. 8 ust. 1: Ograniczenie przez przeznaczenie oraz powszechnie uznawany stan wiedzy technicznej”.

" Art. 9: Ustanowienie systemu zarzadzania ryzykiem, ktory zapewnia odpowiednig ocene ryzyka i
minimalizacje/eliminacje ryzyka w odniesieniu do zamierzonego celu podczas catego cyklu zycia.

- Art. 10: Jakos¢ danych odpowiednia do przeznaczenia systemu Al wysokiego ryzyka (art. 10). Dalsze wytyczne
dotyczace zestawow danych treningowych, walidacyjnych 1 testowych (art. 10 ust. 2-5).

n Art. 11: Dokumentacja techniczna
= Art. 12: Rejestrowanie zdarzen (logowanie)

- Art. 13: Obowiazki w zakresie przejrzystosci | obowiazek dostarczenia instrukcji uzytkowania. Nalezy rowniez
Zwrocic uwage na prawo do uzyskania wyjasnienia (art. 86).

" Art. 14: Nadzor ze strony cztowieka.

= Art. 15: Doktadnosé, solidnosc | cyberbezpieczenstwo



—ochrisiko-K1: Adressat der Pflichten

Anbieter

Zudem Pflichten fur Importeure (Art. 23), Handler

Einhaltung der Art. 8-15 (Art. 16) und

entsprechendes Qualitdtsmanagement (Art. 17).

Aufbewahrung der Dokumentation (Art. 18) und
der automatischen Logging-Daten (Art. 19)
Produktiberwachung, Korrekturmalnahmen,

Informationspflicht (EP) (Art. 20).
Information und Kooperation mit den

Aufsichtsbehérden (Art. 21)

Bestellung eines Bevollmachtigten (Art. 22).
Konformitatsbewertung (Art. 43).
Registrierung des Hochrisiko-KI-Systems (Art.
49).

(Art. 24), Verantwortlichkeit entlang der
Wertschopfungskette (Art. 25)

Betreiber (EP, vorher: Nutzer) (Art. 26):

* Abs. 1: Verwendung im Einklang mit
Gebrauchsanweisungen.

* Abs. 2: ausreichend kompetentes Personal

« Abs. 4: Eingabedaten missen Zweck des
Systems entsprechen und ausreichend
reprasentativ sein.

* Abs. 5: Ausflihrung des Systems Uberwachen;
Anbieter und Behorden Uber bekannt
gewordene Risiken informieren.

* Abs. 6: Aufbewahrung der Nutzungsprotokolle

 Abs. 7: Beteiligung der AN-Vertreter

* Abs. 11: Information der Betroffenen

* Abs. 12: Zusammenarbeit mit Behdrden

« Art. 27: in einigen Fallen: Grundrechte-
Folgenabschatzung (EP, dort Anbieterpflicht)

« Pflichten nach anderen Vorschriften unberuhrt.

Al wysokiego ryzyvka: Adresat obowigzkow

Dostawca

Zgodnosc¢ z art. 8-15 (art. 16) | odpowiednie
zarzadzanie jakoscig (art. 17).

Przechowywanie dokumentacji (art. 18) i
automatycznych danych logowania (art. 19)
Monitorowanie produktow, dziatania naprawcze,
obowigzek informacyjny (PE) (art. 20).
Informowanie | wspoétpraca z organami nadzoru
(art. 21)

Ustanowienie upowaznionego przedstawiciela
(art. 22).

Ocena zgodnosci (art. 43).
Rejestracja systemu Al wysokiego ryzyka (art.
49).

Ponadto obowigzki importerow (art. 23),
dystrybutorow (art. 24), odpowiedzialnos¢ w
calym fancuchu wartosci (art. 25)

Podmiot stosujacy (PE, poprzednio: uzytkownik) (art.

26):

« Ust 1: Wykorzystanie zgodnie z instrukcjami obstugi.
Ust. 2: Personel posiadajacy wystarczajace
kompetencje

« Ust 4: Dane wejsciowe musza odpowiadac celowi
systemu | by¢ wystarczajaco reprezentatywne.

Ust. 5: Monitorowanie wdrazania systemu;
Informowanie dostawcow | organow o wszelkich
Znanych zagrozeniach.

Ust. 6: Przechowywanie rejestrow zdarzen

« Ust 7: Udziat przedstawicieli pracownikow
Ust. 11: Informowanie osob dotknietych
Ust. 12: Wspolpraca z organami

« Art. 27: w niektorych przypadkach: Ocena skutkow dla
praw podstawowych (PE, tam obowigzek dostawcy)
Obowiazki wynikajace z innych przepisow pozostaja
nienaruszone.



-ochrisiko-KIl: Recht auf Erklarung

« Art. 86 begrundet ein Recht auf Erklarung individueller Entscheidungen
(angelehnt an Art. 22 DSGVO):

« Personen, die von einer Entscheidung betroffen sind, die der Betreiber auf
der Grundlage der Daten aus einem in Anhang lll aufgefuhrten Hochrisiko-
KI-System (...) getroffen hat und die rechtliche Auswirkungen hat oder sie in
ahnlicher Art erheblich auf eine Weise beeintrachtigt, die ihrer Ansicht nach
iIhre Gesundheit, ihre Sicherheit oder ihre Grundrechte beeintrachtigt, haben
das Recht, vom Betreiber eine klare und aussagekraftige Erlauterung zur
Rolle des KI-Systems im Entscheidungsprozess und zu den wichtigsten
Elementen der getroffenen Entscheidung zu erhalten.

« Kann gesetzlich ausgeschlossen werden (Abs. 2).

Al wysokiego ryzyvka: Prawo do uzyskania

wyjasnienia

« Art. 86 ustanawia prawo do uzyskania wyjasnienia indywidualnych decyzji (na
podstawie art. 22 RODO):

« Kazda osoba, bedgca przedmiotem decyzji podjetej przez podmiot stosujacy na
podstawie wynikow systemu Al wysokiego ryzyka wymienionego w zatgczniku
I, (...), ktora to decyzja wywotuje skutki prawne lub w podobny sposob

oddziatuje na te osobe na tyle znaczgco, ze uwaza ona, iz ma to niepozadany
wptyw na jej zdrowie, bezpieczenstwo lub prawa podstawowe, ma prawo

uzyskania od podmiotu stosujgcego jasnego i merytorycznego wyjasnienia roli
tego systemu Al w procedurze podejmowania decyzji oraz gtownych elementow
podjetej decyzji.

« Mozliwosc wykluczenia przez ustawe (ust. 2).



Kl Systeme, die mit Menschen interagieren (z.B. Chatbots) mussen uber die Interaktion
mit KI informieren (Abs. 1).

Generative Kl-Systeme mussen Erzeugnisse kennzeichen (Abs. 2)
Betreiber eines Emotionserkennungssystems mussen Betroffene informieren (Abs. 3)
Deep-Fakes missen gekennzeichnet werden (Abs. 4)

(art. 50)

Systemy Al, ktore wchodza w interakcje z ludzmi (np. chatboty) maja obowigzek
Informowac o interakcjach z udziatem Al (ust. 1).

Systemy generatywnej Al musza oznakowywac produkty (ust. 2)

Podmioty stosujgce system rozpoznawania emocji musza informowac osoby, ktorych to
dotyczy (ust. 3)

Deep fakes nalezy odpowiednio oznakowac (ust. 4)



Andere Kl-Systeme: Nur Art. 28, 92 und 69

w
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Andere als verbotene Systeme iSd Art. 5, Hochrisikosysteme iSd Art. 6, Kl-
Modelle mit allgemeinem Verwendungszweck (mit oder ohne systemisches
Risiko) i1Sd Art. 51, 53, 55 werden von der KI-VO grds. nicht erfasst.

Abgesehen von den Transparenzpflichten nach Art. 50 und dem “Aufriicken
zum Hersteller” bei Einsatz in Hochrisikosystemen (Art. 25 Abs. 1) unterliegen
sie nur freiwilligen codes of conduct nach Art. 56 (und den Regeln aul3erhalb
der KI-VO, v.a. der DSGVO).

Inne systemy Al: Tylko art. 28, 52 1 69

|

Systemy inne niz systemy zakazane w rozumieniu art. 5, systemy wysokKiego
ryzyka w rozumieniu art. 6, modele Al ogolnego przeznaczenia (z ryzykiem
systemowym lub bez) w rozumieniu art. 51, 53, 55 co do zasady nie sg objete
rozporzadzeniem Al.

Oprocz obowigzkow w zakresie przejrzystosci zgodnie z art. 50 | ,awansu na

producenta” w przypadku wykorzystania w systemach wysokiego ryzyka (art.
25 ust. 1), podlegajg one jedynie dobrowolnym kodeksom postepowania

zgodnie z art. 56 (i przepisom spoza rozporzadzenia Al, w szczegdInosci
RODO).



Folgen des Al Act flur das geistige Eigentum

» Geistiges Eigentum ist grundrechtlich fundiert (Art. 17 GRCh).
* Relevant fur die Grundrechtefolgenabschatzung (Art. 27 KI-VO iVm ErwG 48)

« Geistiges Eigentum muss bei Dokumentationspflicht gewahrt werden

* Vorbehalt geistigen Eigentums flr die Vereinbarung entlang der Kl-
Wertschbpfungskette (Art. 25 Abs. 5 und ErwG 88)

* Schutz geistigen Eigentums bei Erflullung von Dokumentationspflichten (Art. 52 Abs.
6, Art. 53 Abs. 1 lit. b, Art. 78 Abs. 1 lit. a, EG 167)

* Schutz geistigen Eigentums beim Zugang zu Trainingsdaten (Anhang VIl zur
Konformitatsbewertung Ziffer 4.5)

Konsekwencje ustawy o sztucznej inteligencji dla
wtasnosci intelektualnej

-  Wiasnosc intelektualna opiera sie na prawach podstawowych (art. 17
Karty praw podstawowych).

* |stotne dla oceny skutkow dla praw podstawowych (art. 27 rozporzadzenia Al w zw.
Z motywem 48)

-  Wiasnosc intelektualna musi byC chroniona w przypadku obowigzkow
dokumentacyjnych

Zastrzezenie wiasnosci intelektualnej na potrzeby porozumienia w catym tancuchu
wartosci Al (art. 25 ust. 5 i motyw 88)

* Ochrona wiasnosci intelektualnej przy wypetnianiu obowiazkéw dokumentacyjnych
(art. 52 ust. 6, art. 53 ust. 1 lit. b, art. 78 ust. 1 lit. a, motyw 167)

* Ochrona wiasnosci intelektualnej przy dostepie do danych treningowych (zatgcznik
VIl do oceny zgodnosci, pkt 4.5)



Folgen des Al Act speziell fur das Patentrecht

Vielfach werden Kl-Modelle mit allgemeinen Verwendungszweck mangels

technischer ijsunog nicht patentierbar se

N
. Vgl. EPA T 702/20, GRUR-RS 2022, 40533 (EP 3 089 081 A1). _
* Aber: Emotional Percegtlon Al Ltd v Comptroller-General of Patents, Designs and Trade
Marks [2023] EWHC 2948 (Ch)

Sind in KI-Systemen verbotene Praktiken zugleich die Patentierung wegen
Verstolles gegen die 6ffentliche Ordnung aus?

Etwaige Patentverletzungen von Hochrisiko-KI-Systemen mussen (streng
genommen) in die Grundrechtefolgenabschatzung eingestellt werden.

Wahrung von Patentrechten bei Dokumentationspflichterfullung wohl

wenlgber relevant, da Inhalt ohnehin offenbart und deshalb kaum vertraulich.

. er relevant fur Schutz von Geschaftsgeheimnissen. ' |
* Zugang zu Kl-Dokumentationen kann Aufschluss Uber Funktionsweise der Systeme geben,
was ggf. fur die Aufdeckung von Patentverletzungen relevant sein kann.

Szczegolne konsekwencje ustawy o sztuczne] inteligencji
dla prawa patentowego

W wielu przypadkach modele Al ogolnego przeznaczenia nie bedg

podlegaty opatentowaniu ze wzz%ledu na brak rozwi%iemia technicznego

* Por. EPAT 702/20, GRUR-RS 2022, 40533 (EP_3 089 081 :
* Ale: Emotional Percegtlon Al Ltd v Comptroller-General of Patents, Designs and Trade
Marks [2023] EWHC 2948 (Ch)

Czy w systemach Al zakazane praktyki jednoczesnie sg wytgczone z
opatentowania z powodu naruszenia porzadku publicznego?

Wszelkie naruszenia patentow przez systemy Al wysokiego ré/zyka muszg
(scisle rzecz biorgc) zostac uwzglednione w ocenie skutkow dla praw

podstawowych.

Ochrona praw patentowych jest prawdopodobnie mniej istotna przy
wypetnianiu obowigzkow dokumentacyjnych, poniewaz tresc i tak jest

ujawniana, a zatem nie jest poufna.

* Jest to Jednak istotne dla ochrony tajemnic przedsiebiorstwa. _ _ _
* Dostep do dokumentacji Al mozé dostarczyc¢ informacji o sposobie funkcjonowania

systemow, co moze byc istotne dla wykrywania naruszen patentow.



Folgen des Al Act speziell fur das Urheberrecht

Anbieter, die KI-Modelle mit allgemeinem Verwendungszweck in der EU

in Verkehr bringen, mussen darlegen, wie die Einhaltung des
Urheberrechts und v.a. der TDM-Schranken-Schranke (Art. 4 Abs. 3 RL
2019/790) sicherstellt wird (Art. 53 Abs. 1 ¢, EG 104, 1006).

Dies gilt unabhangig von dem Ort, wo die urheberrechthch relevanten Handlungen
erfolgt sind (EG 106), um ,Race to the Bottom™ zu verhindern.

* Einhaltung des Urheberrechts wird damit durch die KI-Aufsichtsbehérden in gewissem
Umfang durchgesetzt.

« Zudem Pflicht zur Erstellung und Veréffentlichung einer Zusammenfassung der fur
das Training verwendeten Inhalte.

» Uberwachung durch das Amt fur kiinstliche Intelligenz (EG 108).

Klarstellung, dass TDM-Schranke (Art. 4 RL 2019/790 = §§ 44b, 69d
%Jcr)t%?) auch fur das Training von (generativen) Kl-Systemen gilt (EG

Szczegolne konsekwencje ustawy o sztuczne] inteligencji
dla prawa autorskiego

Dostawcy, ktérzy wprowadzajg modele Al ogdlnego przeznaczenia do
obrotu w UE, musza przedstawic, w jaki sposob zapewniona jest
zgodnosc¢ z prawem autorskim, a w szczegolnosci z ograniczeniem
ograniczen w odniesieniu do eks ploracji tekstow i danych (TDM) (art. 4
ust 3 dyrektywy 2019/790) (art. 53 ust. 1 lit. ¢, motyw 104 1006).

Ma to zastosowanie niezaleznie od miejsca, w ktorym miaty miejsce dziatania istotne
Z punktu widzenia praw autorskich (motyw 106), aby unikngc ,wyscigu na dno”.

« Zgodnosc z prawem autorskim jest zatem do pewnego stopnia egzekwowana przez
organy nadzoru Al.

* Ponadto obowigzek stworzenia i opublikowania podsumowania tresci wykorzystanych
do trenowania.

* Monitorowanie przez Urzad ds. Sztucznej Inteligencji (motyw 108).

Wyjasnienie, ze ograniczenie TDM (art. 4 dyrektywy 2019/790 = §§ 44b,
69d UrhG) ma rowniez zastosowanie do trenowania (generatywnych)
systemow Al (motyw 1095).



