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4 199 652

Mitarbeiter weltweit*

112,0 Mrd. €

Umsatz in 2023
Markte

- Prasenzin = 50 Landern

- Deutschland, Europa, USA:

mit eigener Netzinfrastruktur

- T-Systems: Globale Prisenz & . N ‘ - i Mitarbeiter &

Verbindung tber Partner Verantwortung

- 4908 Azubis und duale Studenten =

= Vorreiter bei Gesellschaftsthemen —

wie (Frauenguote, Klima- und
Datenschutz, Digitale Ethik,
Diversity etc.)

Zahlen basieren auf dem Geschaftsbericht 2023.
* Stichtag 31.12.2023
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Der EU Al Act: risikobasierte KI-Betrachtung

Risikostufen fiir KI-Systeme und geplantes Strafmaf}

Minimales Risiko
F

LG LICE [nakzeptables Risiko A Hohes Risiko F Begrenztes Risiko

KI-Systeme, die als eindeutige
Bedrohung fir EU-Birger
angesehen werden (z. B. Social
Scoring)

Alle KI-Systeme, die nicht unter
die anderen drei Kategorien
fallen (z. B. Kl-gestitzte
Videospiele, Spamfilter)

Kl-Systeme fiir die Benutzerinter-
aktion (z. B. Chatbots), Emotions-
erkennung, biometrische Kate-
gorisierung, Generierung/Mani-
pulation von Inhalten

——

KI-Systeme, die die Sicherheit
oder die Grundrechte von
Personen beeintrachtigen kéinnten
(z. B. Betrieb kritischer Infra-
strukturen, Personalverwaltung)
——

Konformititsbewertung
durch Selbsteinschitzung

Beispiele

T T

Geplante

Transparenzverpflichtungen
Beschrankungen P P 9

Verboten

Strafrahmen
gem. EU-
Parlament

7 % £ 3% K

1,5% W Marktentzug

DTAG-Konzernumsatz

Verstofk gegen verbotene
Praktiken oder Verletzung von
Datenschutzanforderungen -
bis zu € 35 Mio. oder 7% des
weltweiten Jahresumsatzes

Verstolk gegen Anforderun-
gen oder Verpflichtungen an
Hoch-Risiko Kl - bis zu € 15
Mio. oder 3% des weltweiten
Jahresumsatzes

Verstolk gegen andere
Anforderungen — bis zu £7,5
Mio. oder 1.5% des
weltweiten Jahresumsatzes

Neben monetdren Strafen
konnen die nationalen
Aufsichtsbehorden nicht-
konforme Kl vom Markt
nehmen.

2023: 112 Mrd. EUR
(1% = 1,12 Mrd. EUR)

Maike Scholz | Deutsche Telekom AG | Deutsche Rechtsschule 24.10.2024




Wichtige Meilensteine

Februar
August 2024 o o o o 3 months o o o [ 9 months -.:
2025 I
1
Amtsblatt Fundamental rights Prohibitions Codes of Practices :
authorities :
Publication in the EU Official Journal, in all Member States to notify the national authority in Prohibitions enter into application The Comission shall publish the :
official languages charge of the supervision of laws protecting Codes of Practices for General 1
fundamental rights Purpose Al models :
1
1
1
1
August August I
P of———————---- 18 months o e e e o o o o e [ ) -
: 2026 2025
1
: Sandboxes, high risk Al systems (Annex lll), High Risk Classification Al models, governance, infringements, serious
: transparency, codes of conduct incidents notifications
: = Obligations for HR Al systems in annex Il kick in Comission to issue guidelines on the * Obligations for GPAl models enter.into application
1 = Transparency obligations for Al systems kick in practical implementation of the high-risk " MSto (.:c?mmunlcate market surveillance
: = Codes of conduct classification (art. 6). authorities
I = MS to lay down rules on penalties
1 = Comission to issue guidelines on serious incidents

(High-Risk Al Systems) reporting

36 months [----------- FULLY OPERATIONAL

HR Al Systems — NFL and OFL existing
regulations
High-Risk Al systems (other than those in

annex lIl) obligations kick in (cars, planes,
machines, radio equipment, etc.)



Leitlinien fur die ethische Nutzung von Kl seit 2018

N\ IEEE o=~ ICDPPC PR—
usacvm) N m @ ng Tt ’s ITI d -m AS All | BertelsmannStiftung ] ‘@ - *
FAT / M

* Guideline for dialogue-oriented Al

Maike Scholz | Deutsche Telekom AG | Deutsche Rechtsschule 24.10.2024



Digitale Verantwortung: Klarer Auftrag an die Unternehmen

2024 Edelman Trust Barometer

In Germany, Institutions Out
of Balance: Government Seen
as Far Less Competent and
Ethical than Business

(Competence score, net ethical score)

Dr. Marie von der Groeben | Deutsche Telekom AG | FCI-Sitzung 21.06.2024

Ethical
A

NGOs

Business

|y 2

Less competent (5. 1) Competent
< : >
=X Y
&5 o Government 61 pts less
competent than business
Government
Unethical
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KI-Leitlinien: Die ethischen Grundsatze zu KI

Meta Prinzipien KI-Leitlinien @ DT

= Verantwortung: Fir Entscheidungen, die unter Nutzung von Ki =  Wir ibernehmen Verantwortung.
getroffen werden, bleibt immer der Mensch verantwortlich.

DEUTSCHE TELEKOM

= Wir gehen sorgsam mit Kl um.

= Sicherheit und Schutz: Robustheit von KI-Systemen muss
gewabhrleistet sein; dazu gehort die Aufdeckung und Behebung
von Schwachstellen sowie die Identifikation von und
Verteidigung gegen Angriffe.

=  Wir stellen unsere Kunden in den
Mittelpunkt.

= Wir stehen fir Transparenz.

= Erklarbarkeit: Es muss verstanden und gegenliber = Wirbieten Sicherheit.

Stakeholdern erklart werden konnen, wie die bei uns _ »
eingesetzte Kl arbeitet. | ) = Wir behalten den Uberblick.

= Selbstbestimmung: Die digitale Souveranitdt wird geachtet und G%llglgﬁhg%ﬁsm - Wir leben das Kooperationsmodell.
KI nicht zur Manipulation der Nutzer eingesetzt.

= Wir legen das Fundament.

=  Wir teilen und erklaren.

= Chancengleichheit: Es muss sichergestellt sein, dass durch
KI- Entscheidungen keine Diskriminierung von Personen
erfolgt.

11
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Umsetzung der Kl-Leitlinien

Worum es geht...

... Umsetzung unserer Vorstellungen zu vertrauenswiurdiger
KI

mit Blick auf die weitere Umsetzung des EU Al Acts

Warum das wichtig ist...

.... um unserer gesellschaftlichen Verantwortung und
Vorreiterrolle als vertrauenswiirdiges und menschen-
zentriertes Unternehmen gerecht zu werden

Wie wir es angehen...

.... Interdisziplinar: Mit AICC, TSI Al Factory, TDG Data Tribe,
DTSE Al Shared Services, u.a. sowie den zentralen Assurance
Funktionen

Maike Scholz | Deutsche Telekom AG | Deutsche Rechtsschule 24.10.2024

Wie alles zusammenhangt...

Leitlinien & Prozesse &
Dokumentation Tools

Kommunikation & Zusammenarbeit &
Training Weiterentwicklung

12



Die Deutsche Telekom ist Vordenker und fliihrend im Bereich der digitalen Ethik.
Wir gestalten digitale, intelligente Technologien verantwortungsvoll.
Im Mittelpunkt steht hierbei immer der Mensch.

ETHISCHE KI-LEITLINIEN

definieren kompakt Leitplanken fir Entwicklung und
Betrieb von KI-Produkten und -Services bei DT

PROFESSIONSETHIK

unterstutzt KI-Entwickler anwendungsbezogen
bei der Umsetzung der Leitlinien

KI-MANIFEST

regelt paritatisch die Ausrichtung der Telekom-
Arbeitswelt im Einklang mit KI-Systemen

HANDLUNGSRAHMEN CHATGPT
schafft im Sinne einer Ermoglichungskultur
Verstandnis fur Chancen und Risiken von K| bei

Mitarbeitenden
LIEFERANTEN-MANAGEMENT

erstreckt Anforderungen an ethische Kl tiber den
Supplier Code of Conduct auf Lieferanten

DATENSCHUTZANFORDERUNG KI
regelt die Datenschutzanforderungen auf Basis der
DSGVO, EU Al Act und ,,Binding Corporate Rules Privacy”

D »5 B ® F &

Maike Scholz | Deutsche Telekom AG | Deutsche Rechtsschule 24.10.2024

DIGITAL ETHICS ASSESSMENT
stellt effizient die Uberpriifung der Kl-Leitlinien in
KI-Projekten und -Produkten sicher

CROSSFUNKTIONALE ZUSAMMENARBEIT

ermoglicht ein agiles Zusammenstellen von Experten
und schnelle Reaktion auf neue Fragestellungen

GESELLSCHAFT & ACADEMIA
Engagement der DT 6ffnet Gestaltungsmaoglichkeiten bei
Digitaler Ethik auf nationaler und europdischer Ebene

TRAININGS ETHISCHE Kl

vermitteln Mitarbeitenden das relevante Wissen
zu digitaler Ethik

BERATUNG ETHISCHE KI

unterstitzt adressatengerecht die KI-Community bei
individuellen Fragestellungen

SICHERHEITSANFORDERUNG ML

beinhaltet Sicherheitsanforderungen zur Genehmigung
von KI-Systemen oder —-Komponenten bei der DT

13



Das Squad Digitale Ethik

Maike Scholz | Deutsche Telekom AG | Deutsche Rechtsschule 24.10.2024
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Trainings zu ethischer Kl: Breite Palette

...vermitteln Mitarbeitenden das relevante Wissen

zu digitaler Ethik:

E-Learning "Digitale Ethik"

Journey" fur alle Mitarbeitenden

On Demand: LEX-Sessions & Webcasts
zu Digitaler Ethik

2. Nutzung unterstitzen: in 2023 Gber 85.000
Teilnehmende trainiert.

Maike Scholz | Deutsche Telekom AG | Deutsche Rechtsschule 24.10.2024

"Learn now!" flr Auszubildende, "Employee Learning

Zwei-Stufen-Konzept: 1. Generative Kl verstehen und

... orientieren sich an Reifegrad, Einsatzbereich und
aktuellem Bedarf der Mitarbeitenden:

ISFULLY [l

BOOKED @
@ EXPLORER
3 REGISTRATION OPEN UNTIL 25, SEPTEMBER = _
' :.- . ~ ' -
LY '}Q ¢ i)
R A » .
/I ‘DT XMAS i
_ HOLIDAIS SPECIAL
LEX LIVE SESSIONS .
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Ein Beispiel: Der ,,Prompt-A-Thon“

Maike Scholz | Deutsche Telekom AG | Deutsche Rechtsschule 24.10.2024

Konkrete Challenges aus
den Fachabteilungen werden
bearbeitet

Startschuss fiur viele weitere
Prompt-A-Thons im Konzern

AulRergewohnlich positives
Feedback

Grol3es, externes Interesse
(Initiative D21, GSMA,
Ministerien...)
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Kl hort nicht an Unternehmensgrenzen auf

/
Der Lieferantenkodex (Supplier Code of Conduct) der DT

= .. formuliert die KI-Anforderungen der DT gegeniber ihren Anbietern und
Lieferanten zu folgenden Themenbereichen: Ethik, Unvoreingenommenheit,
Transparenz sowie Sicherheit und Datenschutz

= . wurde in Zusammenarbeit mit dem KI-Bundesverband entwickelt

Maike Scholz | Deutsche Telekom AG | Deutsche Rechtsschule 24.10.2024
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Embmdung der KI Le|tI|n|en in d|e Rlchtllnlen Systematik

........................................................................

.............................................................................

.............................................

..................................

Strategy
..... P P Guiding
DRSS s SR Oy W i o Principles
PR e e e Code
o - Code of f AI_
' Conduct ° Clllele-
Human Rights lines
_ Pri
AI Pr_ofes Others, rIYaCY
Archi- sional Guideline
etc. ...
tecture Ethics for Al
= ...... National Group policies
B e s Smeray Qther policies - - - - ____

-----------------------------------------------------

......................................................

Maike Scholz | Deutsche Telekom AG | Deutsche Rechtsschule 24.10.2024

18



KI Manifest: Geriistet fiur intelligente Arbeitsformen

ERLEBEN, WAS VERBINDET.

ERLEBEH“NAS VEHB\HBET.

KI-Manifest als Ausrichtung und zur Regelung der

Telekom Arbeitswelt im Einklang mit intelligenten
' Systemen.

2wischen

Manifest

n Hier: Beratung der Sozialpartner als Fachseite
peutsche? Telekom aG Agilelr:e»;rbeit

ewsmeTebten s,
dem Konzembetriebﬁ'at
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Maike Scholz | Deutsche Telekom AG | Deutsche Rechtsschule 24.10.2024
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Digital Ethics Assessment: Einbindung in PSA-Prozess

7

X

Das PSA-Verfahren im Uberblick:

Bereits ab dieser

Prozess-Stufe
erfolgt die Ethik-
Bewertung:
Wenn Kl im
Projekt
enthalten ist, ist
der Ethik-Check

durchzufuhren.

Erstellung
Sandardisiertes Datenschuts. und Sicherheitskonzept (SOSK)

Erstallung standardis ibres

Wertiin i '
ihation von Anerdenumgen Datenschutz- und Sichemhainsion2ept

="
/

¢
Sebsterklarung / Prifung lokale
Scharmeitsomansationan

==

Maike Scholz | Deutsche Telekom AG | Deutsche Rechtsschule 24.10.2024
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Das Steuerungsgremium

...ermoglicht ein agiles Zusammenstellen von Experten ...ist mit dem Steering Committee ,Digital Ethics” auch
und schnelle Reaktion auf neue Fragestellungen: auf Vorstandsebene verankert:
= Initiative und Aufbau des Netzwerks durch 4 e A
Group Compliance im Zusammenhang mit Er- °““‘°"” i DE'ET’
arbeitung der Kl-Leitlinien im November 2017. ,‘:§E
= Heute als "Co-Creation Squad Digital Ethics" im [ ?;f{}"?":é?" pi.sw, | s s Sque
Bereich "Law and Integrity" verankert. " poranestiv (omtange, T —
. If,f.fE:Zﬁ:ﬁ'iif;fﬁfﬁ?f?'e'g') ;?éﬁlgf Emsment (DEA)
= Verfugt Uber ein agiles Netzwerk der KI-Player im : EI:FThr;"p‘t’rI'dtzEz Eadt'tgm;“f“
Konzern und baut dieses kontinuierlich aus. | drehiecture [ TS auaeness
= Security perspective on Al
" Cloudstratoqy

Maike Scholz | Deutsche Telekom AG | Deutsche Rechtsschule 24.10.2024
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KI-Governance: Unser Ansatz

Erste Verteidigungslinie
(Business)

Al everywhere, for everyone.

DEVELDE FACILITATE PARTNER GUIDE

4 )
Rechtliche Unterstiitzung
L&l Tribes
\_ J
(" Umsetzung der KI-Governance )
(z.B. KI-Anforderungen,
Dokumentation, interne
Kontrollen, usw.)
\_ je nach Anwendungsfall )

Anleitung,
Beratung,
Uberwachung und
Risikominderung

Aufsichtsrat

Vorstand

Zweite Verteidigungslinie
(Assurance-Funktionen)

)

DIGITAL
ETHICS
—=>

\_

Compliance, Datenschutz,
Sicherheit, IKS,
Risikomanagement,

~N

J

r

Definition von Richtlinien und
Kontrollen

\

J

Unabhangige

Kontrolle

/

Dritte Verteidigungslinie
(Revision)

Interne Audits

Unabhangige Priifung
der KI-Konformitat
(Wirksamkeit)

Unabhangige Kontrolle

Maike Scholz | Deutsche Telekom AG | Deutsche Rechtsschule 24.10.2024

Ggf.

externe
Audits
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EU Al Act — unsere nachsten Schritte

1. Prohibited Practices 2. Governance Setup 3. KI-Governance Tool
Erflllung der Anfo.rderungen Zu Konzernweite Umsetzung Aufbauleines integrierten
verboten.en KI-Praktiken gem. EU Al der Anforderungen aus KI-Governance-Tools
Act bis Ende Dezember 2024 dem EU Al Act bis Juli 2025 bis Mitte 2026

Al
Governance System

High Risk
Jiay

Al
Governance
Tools

Maike Scholz | Deutsche Telekom AG | Deutsche Rechtsschule 24.10.2024 24



Fazit: KI Governance: Grundlagen

Implementation einer effizienten KI-Governance im Unternehmen

Ubernahme unternehmerischer Verantwortung

?
Warum: = Erfillung gesetzlicher Anforderungen
= Vermeidung von Haftung
= Handlungssicherheit fiir Mitarbeitende schaffen
Wie? = Use what you have

Bestmogliche Nutzung (und ggf. Erweiterung) existierender Prozesse und Systeme
Definition klarer Verantwortlichkeiten

Breites Netzwerk an Experten im Konzern

Implementierung einer agilen, interdisziplinaren Struktur, um Entwicklungen

zu verfolgen und um auf Entwicklungen und den Kl-Lebenszyklus reagieren zu konnen.

25
Maike Scholz | Deutsche Telekom AG | Deutsche Rechtsschule 24.10.2024



Vielen Dank fur lhre Aufmerksamkeit!

Maike Scholz

Deutsche Telekom AG

Squad Lead Digitale Ethik

Group Compliance Management

E-Mail-Adresse: Maike.Scholz01@telekom.de

Maike Scholz | Deutsche Telekom AG | Deutsche Rechtsschule 24.10.2024
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