
Podsumowanie prezentacji: AI Act w Polsce 

Prezentacja omawia wdrożenie AI Act w Polsce, w tym działania legislacyjne i organizacyjne, mające 

na celu zapewnienie bezpiecznego i efektywnego wykorzystania sztucznej inteligencji (SI). 

 

1. Wprowadzenie do AI Act 

• 12 lipca 2024 roku opublikowano unijne rozporządzenie dotyczące sztucznej inteligencji, 

które ustanawia ramy prawne dla rozwoju i użytkowania SI w UE. 

• Cele:  

o Zapewnienie bezpiecznego i etycznego wykorzystania SI. 

o Poszanowanie praw obywatelskich. 

o Wymogi dot. transparentności algorytmów i zarządzania cyklem życia systemów SI. 

 

2. Kluczowe terminy 

• 2 lutego 2025: Wchodzą w życie przepisy dotyczące systemów zakazanych. 

• 2 sierpnia 2025: Rozpoczęcie nadzoru nad rynkiem SI, w tym regulacje dla modeli ogólnego 

przeznaczenia oraz sankcje za naruszenia. 

• 2 sierpnia 2026: Pełna implementacja przepisów, zwłaszcza w zakresie systemów wysokiego 

ryzyka. 

 

3. Projekt ustawy o systemach AI - UC71 

• 16 października 2024 roku opublikowano projekt ustawy o systemach SI. 

• Cele ustawy:  

o Wdrożenie przepisów AI Act w Polsce. 

o Wspieranie innowacji i zrównoważonego rozwoju sektora SI. 

o Zapewnienie bezpieczeństwa i ochrony praw obywateli. 

 

4. Komisja Rozwoju i Bezpieczeństwa SI 

• Kolegialny organ nadzorczy odpowiedzialny za rynek systemów SI. 

• Skład: Przewodniczący, przedstawiciele ministerstw, urzędów (np. UODO, UOKiK) oraz 

eksperci. 

• Zadania:  

o Nadzór nad rynkiem SI. 

o Współpraca z organami UE i krajowymi. 



o Opiniowanie projektów ustaw oraz monitorowanie systemów SI w „piaskownicach 

regulacyjnych”. 

 

5. Społeczna Rada ds. SI 

• Organ doradczy złożony z przedstawicieli organizacji pozarządowych, przedsiębiorstw i 

ekspertów. 

• Cel: Współtworzenie polityki SI w Polsce, z uwzględnieniem kwestii takich jak 

cyberbezpieczeństwo, prawa człowieka i prawo nowych technologii. 

 

6. Wsparcie dla firm 

• Interpretacje generalne i indywidualne przepisów, aby zapewnić przedsiębiorcom stabilność 

prawną. 

• Publikacja wytycznych i interpretacji w Biuletynie Informacji Publicznej. 

 

7. Procedura skargowa i zgłaszanie incydentów 

• Możliwość składania skarg na naruszenia przepisów oraz zgłaszania poważnych incydentów 

do Komisji. 

• Decyzje Komisji można zaskarżyć w Sądzie Okręgowym w Warszawie. 

 

8. Zrównoważony rozwój i transparentność 

• Coroczne raporty dotyczące zasobów obliczeniowych i zużycia energii na potrzeby SI. 

• Promowanie etycznych i efektywnych metod wdrażania SI w różnych sektorach. 

 

9. Szkolenia i inicjatywy pozalegislacyjne 

• Cykl szkoleń dla pracowników administracji publicznej, dotyczących odpowiedzialnego 

wykorzystania SI. 

• Tworzenie regulacyjnych „piaskownic” do testowania systemów SI w kontrolowanych 

warunkach. 

 

Polska implementacja AI Act kładzie nacisk na równowagę między wspieraniem innowacji, ochroną 

praw obywateli i zapewnieniem zgodności z przepisami unijnymi. 

 


